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The present monograph is concerned with a thorough study of the nonlinear operator

\[ Fx(s) = f(s, x(s)). \]  

Here \( f = f(s, u) \) is a given function which is defined on the Cartesian product of some set \( \Omega \), which in most cases is either a metric space or a measure space or both, with the set \( \mathbb{R} \) of real or the set \( \mathbb{C} \) of complex numbers, and takes values in \( \mathbb{R} \) or \( \mathbb{C} \), respectively. By definition, the operator \( F \) associates to each real (or complex) function \( x(s) \) on \( \Omega \) the real (or complex) function \( f(s, x(s)) \) on \( \Omega \); therefore \( F \) is usually called a superposition operator (sometimes also composition operator, substitution operator, or Nemytskij operator).

In an implicit form, the superposition operator (1) can be found in the first pages of any calculus textbook (in the old terminology, as "composite function" function of a function etc.), where some of its elementary properties are described. Typical examples of such properties are the continuity of the superposition of continuous functions, the differentiability of the superposition of differentiable functions, and similar statements. Many other results of this type are scattered, mostly as lemmas or auxiliary results, in a vast literature on mathematical analysis, functional analysis, differential and integral equations, probability theory and statistics, variational calculus, optimization theory, and other fields of contemporary mathematics – the superposition operator occurs everywhere.

In many situations, the investigation of the basic properties of the operator (1) is quite straightforward and does not involve any particular difficulties. But this is not always so. In fact, at the beginning of nonlinear analysis it was often tacitly assumed that "nice"properties of the function \( f \) carry over to the corresponding operator \( F \); this turned out to be false even in well-known classical function spaces. A typical example of this phenomenon is the behaviour of the superposition operator in Lebesgue spaces. For instance, the smoothness (and even the analyticity) of the function \( f \) does not imply the smoothness of \( F \), considered as an operator between two Lebesgue spaces. Moreover, just the fact that \( F \) acts from the Lebesgue space \( L_p \) into the Lebesgue space \( L_q \), say, leads to the very restrictive growth condition \( f(s, u) = O(|u|^{p/q}) \). Further, if \( F \) is (Frechet-) differentiable between \( L_p \) and \( L_q \), and the partial derivative \( f'_u \) of \( f \) with respect to \( u \) exists, then necessarily \( f'(s, u) = O(|u|^{(p-q)/q}) \) if \( p \geq q \), and \( f'_u(s, u) \equiv 0 \) if \( p < q \). Finally, if \( F \) is analytic between \( L_p \) and \( L_q \), then the function \( f \) reduces to a polynomial in \( u \) (of degree at most \( p/q \)). All these facts are rather surprising; they show that many of the important properties of the function \( f \) do not imply analogous properties of the operator \( F \), or vice versa.
Classical mathematical analysis mainly dealt with spaces of continuous or differentiable functions] already Lebesgue spaces arose only in special fields, e.g. Fourier series, approximation theory, probability theory. In modern nonlinear analysis, however, the arsenal of available function spaces has been considerably enlarged. In this connection, one should mention Sobolev spaces and their generalizations which are simply indispensable for the study of partial differential equations, Orlicz spaces which are the natural tool in the theory of both linear and nonlinear integral equations, Hölder spaces and their generalizations which are basic for the investigation of singular integral equations, Lorentz and Marcinkiewicz spaces which are widely used in interpolation theory for linear operators, and special classes of spaces of differentiable or smooth functions which frequently occur in the theory of ordinary or partial differential equations and variational calculus. The usefulness of all these spaces in various fields of mathematical analysis emphasizes the need for a systematic study of the superposition operator (1), considered as an operator from one such space into another.

In this connection, there are still many open problems. In particular, for many of these spaces one does not even know acting conditions for \( F \), by means of conditions on \( f \), which are both necessary and sufficient (sufficient conditions are often easily formulated). On the other hand, many special facts regarding the elementary properties of \( F \), such as continuity, boundedness, or compactness, are well-known in, say, Orlicz spaces, Hölder spaces, or Sobolev spaces. Unfortunately, all these results are scattered in research papers and special monographs. We therefore conclude that it would be useful to collect the basic facts on the superposition operator, to present the main ideas which have been shown to be useful in studying its properties, and to provide a comparison of its behaviour in different spaces. This is the purpose of the present monograph.

Here the key problem is, as already mentioned, to find conditions on the function \( f \) which imply certain properties of the corresponding operator \( F \). In this connection, the main properties we are interested in are: boundedness and compactness on certain subsets, continuity and differentiability at single points, continuity and continuous differentiability on open subsets, special continuity properties (such as Lipschitz, uniform, or weak continuity), analyticity, and related properties. These are just the properties which occur most frequently in the application of methods of nonlinear analysis, such as fixed-point principles, degree theory, bifurcation methods, variational techniques, to nonlinear equations involving superposition operators. Thus, the reader may typically find answers to questions of the following type: what are necessary and sufficient conditions for the function \( f \) such that the corresponding operator \( F \) maps the Lebesgue space \( L_p \) into the Lebesgue space \( L_q \), or is continuous between two Orlicz spaces \( L_M \) and \( L_N \), or differentiable between two Hölder spaces \( H_\phi \) and \( H_\psi \), or bounded between two Sobolev spaces \( W^{k,p} \) and \( W^{m,q} \), or Lipschitz continuous in the space \( BV \)?

When preparing the material for this monograph, we intentionally confined ourselves to the scalar case. The vector case, i.e. when the superposition operator \( F \) maps \( \mathbb{R}^m \)- (or \( \mathbb{C}^m \)-) valued functions on \( \Omega \) into \( \mathbb{R}^m \)- (or \( \mathbb{C}^m \)-) valued functions on \( \Omega \) (and \( f \) is defined, of course, on \( \Omega \times \mathbb{R}^m \) or \( \Omega \times \mathbb{C}^m \) with values in \( \mathbb{R}^n \) or \( \mathbb{C}^n \), respectively), is at least as important as the scalar case. However, much less is known in this case, and the development of a "higher-dimensional"theory would be beyond the scope of the present work and would probably require us to increase the size of this survey at least twofold. In large parts of the monograph, \( \Omega \) may also be the set of all natural numbers, equipped with the counting
measure; consequently, our results cover superposition operators in sequence spaces as well. The main emphasis is put, however, on "usual" functions, i.e. the case when $\Omega$ is some domain in Euclidean space.

Apart from the superposition operator (1), the related operator

$$\Phi x(s) = x(\phi(s))$$

(2)
is sometimes also called superposition operator in the literature, where $\phi$ is some bijection of $\Omega$ onto itself; more precisely, operators of this type should be called "inner" superposition operators, in contrast to the "outer" superposition operator (1). In spite of the similar structure of the operators (1) and (2), their properties are quite different; this is clear, for instance, from the fact that the operator (2) is linear, while the major difficulty in the study of the operator (1) lies in its nonlinearity. Throughout this monograph, we shall be concerned only with the outer superposition operator (1).

Another operator which is closely related to the operator (1) is the integral functional

$$\Phi x = \int_{\Omega} f(s, x(s)) ds$$

(3)

, which is of fundamental importance, for example, in variational problems of nonlinear analysis. We shall be concerned with the operator (3) only marginally and refer to the vast literature on variational methods.

The monograph consists of nine chapters. Each chapter is divided into a number of sections and provides a self-contained systematic study of the superposition operator in some class of function (or sequence) spaces. We have tried to make the exposition as complete and explicit as possible, including proofs, examples, and counterexamples. The last section of each chapter is devoted to possible generalizations, special cases, open problems, related fields and detailed bibliographical references. Each theorem, lemma, or formula is indexed within the corresponding chapter; thus, for example, Lemma 1.2 is the second lemma of the first chapter. By $\Rightarrow$ and $\Leftarrow$ we denote the beginning and the end, respectively, of a proof.

The contents of the monograph go as follows. The first chapter is entirely devoted to the study of the superposition operator in the space $S = S(\Omega)$ of measurable functions on $\Omega$, where $\Omega$ is an arbitrary nonempty set with measure. Here a basic problem is that of finding conditions on the function $f$ which ensure that the operator $F$ maps measurable functions into measurable functions. Surprisingly enough, this turns out to be a highly nontrivial problem.

As a matter of fact, the space $S$ is a complete metric linear space, but not normable. Most fundamental principles of linear and nonlinear functional analysis are formulated, however, in a Banach space setting. Consequently, it is desirable to study the properties of the superposition operator not only in $S$, but also in normed subspaces of $S$. It turns out that the most appropriate class of Banach spaces of measurable functions is that of so-called ideal spaces (or Banach lattices), which were considered by many authors for different purposes. General properties of the superposition operator in ideal spaces are described in detail in the second chapter.

The third and fourth chapters are concerned with the superposition operator in Lebesgue and Orlicz spaces, respectively. Here the theory is most complete and advanced,
and one can characterize all basic properties of the operator $F$ (in particular, acting conditions) in terms of the generating function $f$.

Some other classes of ideal spaces which include, for example, the classical Lorentz and Marcinkiewicz spaces are dealt with in the fifth chapter. In this connection, only very few elementary results are presently known.

The sixth chapter is devoted to the superposition operator in the space $C = C(\Omega)$ of continuous functions on $\Omega$, where $\Omega$ is a compact domain without isolated points in Euclidean space. Here the basic facts are well-known "folklore"; however, we shall also discuss some special problems which have not been studied yet. Moreover, we briefly discuss the superposition operator in the space $BV$ of functions of bounded variation.

In the seventh chapter we shall present a systematic study of the superposition operator in Hölder-type spaces. It turns out that the behaviour of the superposition operator in such spaces is quite different from that in spaces of measurable functions.

The eighth chapter will be concerned with the superposition operator in spaces of functions which are characterized by certain differentiability or smoothness properties. Moreover, we shall consider the operator $F$ in various spaces of finitely or infinitely differentiable functions, including Roumieu, Beurling and Gevrey classes.

Some results on the superposition operator in Sobolev spaces are given in the ninth chapter. Unfortunately, in spite of the importance of these spaces in the theory of distributions and partial differential equations, they have been given very little attention in the literature.

Some remarks on the bibliography are in order. We hope to present a rather exhaustive list of references on the superposition operator in function and sequence spaces. The bibliography at the end covers the period from 1918 to 1988 and contains about 400 items, half of them in Russian; thus, it may also serve as a guide to the Soviet literature. For the reader's convenience, we have added English translations (if there are any) of Russian books and major journal papers, and, beginning with 1960, the corresponding review numbers of Zentralblatt für Mathematik (Zbl.), Referativnyj Zhurnal Matematika (R.Zh.), and Mathematical Reviews (M.R.). We are indebted to Nguyễn Hồng Thái, Heinz-Willi Kröger and Reiner Welk for computer-aided help in finding many review numbers.

It is a great pleasure to thank all colleagues and friends who sent us reprints, preprints, and unpublished manuscripts, and helped us to make the list of references more complete by suggesting new (or simply forgotten) entries. In particular, we are indebted to Nguyễn Hồng Thái, Jevgenij M. Semjonov, and Marek Z. Berkolajko for several helpful discussions on Chapter 4, Chapter 5, and Chapter 7, respectively. Moreover, we are grateful to the publishers, especially to David Trana and Mark Hendy, for fruitful collaboration and useful advice. Last but not least, our special thanks go to Fritzi Stegmüller for her excellent typing of the manuscript with extraordinary patience, and for never grumbling at a lot of changes.

This book could not have been realized without the possibility of travels and meetings in both Germany and the Soviet Union, generously supported by the Deutscher Akademischer Austauschdienst (Bonn) and the Ministry of Higher Education (Moscow). The first author acknowledges the hospitality of the Beloruskij Gosudarstvennyj Univer-
sitet at Minsk, the second author that of the Universität Augsburg and the Ruhruniversität Bochum.
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Jürgen Appell, Petr P. Zabreiko
Chapter 1
The superposition operator in the space $S$

In this chapter we study the superposition operator $Fx(s) = f(s, x(s))$ in the complete metric space $S$ of measurable functions over some measure space $S$. First, we consider some classes of functions $f$ which generate a superposition operator $F$ from $S$ into $S$; a classical example is the class of Carathéodory functions, a more general class that of Shragin functions.

As a matter of fact, there exist functions $f$, called "monsters which generate the zero operator $Fx = 0$, but are not measurable on $\Omega \times \mathbb{R}$ and hence are not Caratheodory functions; this disproves the old-standing Nemytskij conjecture. On the other hand, we show that a function which generates a continuous superposition operator (in measure) is "almost" a Caratheodory function.

We give a necessary and sufficient condition for the function $f$ to generate a bounded superposition operator $F$ in the space $S$. In particular, this conditions holds always if $f$ is a Carathéodory function. On the other hand, we show that the superposition operator $F$ is "never" compact in the space $S$, except for the trivial case when $F$ is constant.

Finally, we consider superposition operators which are generated by functions $f$ with special properties (e.g. monotonicity), and characterize the points of discontinuity of such operators.

1.1 The space $S$

Let $\Omega$ be an arbitrary set, $\mathcal{M}$ some $\sigma$-algebra of subsets of $\Omega$ (which will be called measurable in what follows), and $\mu$ a countably additive and $\sigma$-finite measure on $\mathcal{M}$. By $\lambda$ we denote some normalized ("probability") measure on $\mathcal{M}$ which is equivalent to $\mu$ (i.e. has the same null sets); one possible choice of $\lambda$ could be, for instance,

$$\lambda(D) = \int_D n(s) d\mu,$$

where $n$ is any positive function on $\Omega$ with

$$\int_\Omega n(s) d\mu = 1$$

In most examples, we shall deal with either some bounded perfect set $\Omega$ with nonempty interior in some finite dimensional space, together with the algebra $\mathcal{M}$ of Borel- or Lebesgue-measurable subsets and the Lebesgue measure $\mu$, or the set of natural numbers, together with the algebra of all subsets and the counting measure. More complicated
examples, of course, are also possible: Ω being an arbitrary Lebesgue or Borel subset, and μ the Lebesgue or Borel measure, or Ω being a "nice"subset of a finite dimensional manifold, together with a suitable algebra M of subsets and some measure μ. Such examples will be considered only in quite exceptional cases. We point out that we do not suppose the σ-algebra M to be complete with respect to the measure μ.

Recall (Saks’ lemma) that the set Ω can be divided, uniquely up to null sets, into two parts Ωc and Ωd such that μ is atomic-free ("continuous") on Ωc (i.e. any subset of Ωc can be divided into two parts of equal measure), and μ is purely atomic ("discrete") on Ωd, i.e. Ωd is a finite or countable union of atoms of positive measure. In "natural"examples, one of the sets Ωc or Ωd is usually empty, and thus one deals with real "function spaces" or "sequence spaces".

As usual, we denote by \( S = S(\Omega, M, \mu) \) the set of all (real or complex valued) almost everywhere finite \( \mu \)-measurable functions on Ω; more precisely, \( S \) consists of equivalence classes of such functions, where two functions \( x \) and \( y \) are called equivalent if they coincide almost everywhere on Ω. The set \( S \) can be equipped with the usual algebraic operations, where the zero element is the function \( \theta(s) = 0 \) almost everywhere, as well as with the metric \( \rho(x, y) = |x - y| \), where

\[
[z] = \inf_{0 < h < \infty} \{h + \lambda(\{s : s \in \Omega, |z(s)| > h\})\}
\]  

(1.1)

or

\[
[z] = \int_{\Omega} \frac{|z(s)|}{1 + |z(s)|} d\lambda
\]  

(1.2)

With respect to this metric, \( S \) becomes a complete metric space, and convergence \( \rho(x_n, x) \to 0 \) is equivalent to convergence of \( x_n \) in measure to \( x \), i.e. \( \lambda(\{s : |x_n(s) - x(s)| > h\}) \to 0 \) as \( n \to \infty \), for any \( h > 0 \).

It is convenient to introduce also a partial ordering in the space \( S \): we write \( x \leq y \) (\( x, y \in S \)) if \( x(s) \leq y(s) \) for almost all \( s \in \Omega \). In this way, \( S \) becomes an ordered linear space, i.e. \( x \leq y \) implies that \( x + z \leq y + z \) for \( z \in S \), and that \( \lambda x \leq \lambda y \) for \( \lambda \geq 0 \); moreover, if \( x_n \) and \( y_n \) are two sequences in \( S \) which converge to \( x \in S \) and \( y \in S \), respectively, then \( x_n \leq y_n \) implies that also \( x \leq y \). Finally, \( S \) is a \( K \)-space (in the sense of L.V. Kantorovich), which means that any set which is bounded from above (respectively below) admits a least upper bound (respectively greatest lower bound), where these notions are defined as usual.

As in every ordered linear space, one can consider convergence with respect to the above ordering in \( S \). A sequence \( x_n \) in \( S \) is order convergent to \( x \in S \) if \( \lim \inf x_n = \lim \sup x_n = x \), where

\[
\lim \inf x_n = \sup_{n \to \infty} \inf_{k \geq n} x_k \quad \text{and} \quad \lim \sup x_n = \inf_{n \to \infty} \sup_{k \geq n} x_k.
\]

In the space \( S \), this type of convergence coincides with convergence almost everywhere. It is well known (Lebesgue’s theorem) that convergence almost everywhere implies convergence in measure; the converse is true only if the measure \( \mu \) is discrete (i.e. \( \Omega_c = \emptyset \)). Nevertheless (Riesz’ theorem), each sequence which is convergent in measure admits a subsequence which converges almost everywhere (to the same limit, of course). We still mention a well
known fact about convergence almost everywhere (Jegorov’s theorem): if \( x_n \) converges almost everywhere to \( x \in S \), then \( x_n \) converges uniformly outside some set \( D \in \mathcal{M} \) of arbitrarily small \( \lambda \)-measure.

In the sequel, we shall denote by \( \chi_D \) \( D \in \mathcal{M} \) the characteristic function of \( D \),

\[
\chi_D(s) = \begin{cases} 
1, & s \in D, \\
0, & s \notin D,
\end{cases}
\]

and by \( P_D \) the multiplication operator by \( \chi_D \)

\[
P_D x(s) = \chi_D(s) x(s).
\]

(1.3)

The functions

\[
x(s) = \sum_{j=1}^{m} c_j \chi_{D_j}(s) \quad (D_j \in \mathcal{M}; j = 1, \ldots, m)
\]

are usually called simple functions. It is not hard to see that the linear space \( S_0 \) of simple functions in \( S \) is dense in \( S \); this implies, in particular, that the separability of \( S \) is equivalent to the separability of the metric space \( (\mathcal{M}, d) \), where \( d(A, B) = \lambda(A \triangle B) \) is the \( \lambda \)-measure of the "symmetric difference" of \( A \) and \( B \). Moreover (Mikusinski’s theorem), every nonnegative function in \( S \) is the limit of a monotonically increasing sequence of nonnegative simple functions.

In many situations, the set \( \Omega \) is a complete metric space, and the algebra \( \mathcal{M} \) includes the subalgebra \( \mathcal{B}(\Omega) \) of all Borel subsets of \( \Omega \). In this case the measure \( \mu \) is usually supposed to be regular, i.e. the following compatibility condition holds between the metric spaces \( \Omega \) and \( (\mathcal{M}, d) \): given \( D \in \mathcal{M} \) and \( \varepsilon > 0 \), there exists a compact subset \( D_\varepsilon \) of \( \Omega \) such that \( d(D, D_\varepsilon) < \varepsilon \).

We suppose that the reader is familiar with the construction and the basic properties of the (Lebesgue) integral. In what follows, we shall denote by \( L \) the set of all (Lebesgue) integrable functions over \( \Omega \), equipped with the norm

\[
\|x\| = \int_\Omega |x(s)| d\mu(s)
\]

(1.5)

If the measure \( \mu \) under consideration is fixed, we shall write simply \( ds \) instead of \( d\mu(s) \).

1.2 The superposition operator

Let \( f = f(s, u) \) be a function defined on \( \Omega \times \mathbb{R} \) (or \( \Omega \times \mathbb{C} \)), and taking values in \( \mathbb{R} \) (respectively \( \mathbb{C} \)). Given a function \( x = x(s) \) on \( \Omega \), by applying \( f \) we get another function \( y = y(s) \) on \( \Omega \), defined by \( y(s) = f(s, x(s)) \). In this way, the function \( f \) generates an operator

\[
Fx(s) = f(s, x(s))
\]

(1.6)

which is usually called superposition operator (also outer superposition operator, composition operator, substitution operator, or Nemytskij operator).

In this chapter, and in most other chapters, unless otherwise stated, we shall consider \( f \) as function from \( \Omega \times \mathbb{R} \) into \( \mathbb{R} \).
The superposition operator (1.6) has some remarkable properties. One "algebraic" property which is called the local determination of \( F \) is described in the following:

**Lemma 1.1.** The superposition operator \( F \) has the following three (equivalent) properties:

(a) For \( D \subseteq \Omega \),
\[
FP_D - P_{D}F = P_{\Omega \setminus D}F\theta, \tag{1.7}
\]
where \( \theta \) is the almost everywhere zero function.

(b) For \( D \subseteq \Omega \)
\[
P_{D}FP_{D}x = P_{D}Fx, \; P_{\Omega \setminus D}FP_{D}x = P_{\Omega \setminus D}F\theta.
\]

(c) If two functions \( x_1 \) and \( x_2 \) coincide on \( D \subseteq \Omega \), then the functions \( Fx_1 \) and \( Fx_2 \) also coincide on \( D \).

 ⇒ The validity of the three conditions follows immediately from the definition of the superposition operator; therefore we shall show only their equivalence (for any operator \( F \)). The equivalence of (a) and (b) follows from the equality \( FP_D = P_{D}FP_{D} + P_{\Omega \setminus D}FP_{D} \). Now, if (a) holds and \( x_1 \) and \( x_2 \) coincide on \( D \subseteq \Omega \), we have \( P_{D}x_1 = P_{D}x_2 \) and hence, by (1.7), \( P_{D}Fx_1 - P_{D}Fx_2 = FP_{D}x_1 - FP_{D}x_2 = \theta \), i.e. \( Fx_1 \) and \( Fx_2 \) coincide on \( D \). Finally, suppose that (c) holds, \( x \) is some function on \( \Omega \), and \( D \subseteq \Omega \). Then \( Fx \) and \( FP_{D}x \) coincide on \( D \), since \( x \) and \( P_{D}x \) do so. On the other hand, \( P_{D}x \) and \( \theta \) coincide on \( \Omega \setminus D \), and hence also \( FP_{D}x \) and \( F\theta \). This shows that (b) holds. ⇐

If, in particular, \( F\theta = \theta \) (which means that the function \( f \) satisfies
\[
f(s,0) = 0 \tag{1.8}
\]
for almost all \( s \in \Omega \), all these conditions are equivalent to the fact that \( F \) commutes with any of the multiplication operators (1.3), i.e.
\[
FP_D = P_{D}F \tag{1.9}
\]
In this case, the superposition operator is disjointly additive; this means that
\[
F(x_1 + x_2) = F(x_1) + F(x_2) \tag{1.10}
\]
whenever the functions \( x_1 \) and \( x_2 \) are disjoint (i.e. their supports \( supp \; x_j = \{ s : s \in \Omega, x_j(s) \neq 0 \} \) \((j = 1, 2)\) are disjoint). In fact, from (1.9) we get \( F(x_1 + x_2) = \tilde{F}(P_{D_1 \cup D_2}x) = P_{D_1}Fx + P_{D_2}Fx = FP_{D_1}x + FP_{D_2}x = Fx_1 + Fx_2 \), where \( x = x_1 + x_2 \) and \( D_j = supp \; x_j \) \((j = 1, 2)\). We remark that an analogous partial additivity holds also for countably many functions.

Observe that the condition (1.8) is not really restrictive in many cases, because one can often pass from the superposition operator (1.6) to the superposition operator \( \tilde{F}x(s) = \tilde{f}(s, x(s)) \) generated by the function
\[
\tilde{f}(s,u) = f(s, x_0(s) + u) - f(s, x_0(s)), \tag{1.11}
\]
where \( x_0 \) is any fixed function on \( \Omega \) (for example \( x_0 = \theta \)).
1.3 Sup-measurable functions

Lemma 1.1 implies, in particular, that the superposition operator (1.6) maps equivalent functions on $\Omega$ into equivalent ones, i.e. acts actually on classes. Therefore it is natural to ask for acting conditions for $F$ in $S$, i.e. conditions on the function $f$ which guarantee that the corresponding superposition operator $F$ maps all (equivalence classes of) functions in $S$ into such. Surprisingly enough, this problem turns out to be very hard, and a large part of this chapter is actually devoted to the discussion of the known results in this direction. We shall call a function $f$ superpositionally measurable, or sup-measurable, for short, if the corresponding superposition operator $F$ maps the space $S$ into itself. It is natural to try to characterize sup-measurability by means of (possibly simple) intrinsic properties of $f$; one basic difficulty in this connection lies in the fact that a sup-measurable function $f$ is by no means uniquely determined by the corresponding operator $F$, since two functions $f_1$ and $f_2$, although generating the same superposition operator, may be "essentially different".

At this point, we introduce special relations between functions of two variables which allow us to formulate most of our results very easily and precisely. Given two functions $f_1$ and $f_2$ on $\Omega \times \mathbb{R}$ and some subset $\Delta$ of $\Omega \times \mathbb{R}$, we shall write

$$f_1(s,u) \preceq f_2(s,u) \quad ((s,u) \in \Delta)$$

if, whenever $x \in S$ has its graph in $\Delta$, we have

$$f_1(s,x(s)) \leq f_2(s,x(s))$$

for almost all $s \in \Omega$ (in case $\Delta = \Omega \times \mathbb{R}$ we drop the condition on the right-hand side of (1.12)). Moreover, the notation

$$f_1(s,u) \simeq f_2(s,u)$$

means that both $f_1(s,u) \preceq f_2(s,u)$ and $f_2(s,u) \preceq f_1(s,u)$, i.e. the operators $F_1$ and $F_2$ coincide on the set of all $x \in S$ whose graphs are contained in $\Delta$. In this case we shall call the functions $f_1$ and $f_2$ superpositionally equivalent, or sup-equivalent, for short, on $\Delta$. Note that sup-measurability is then invariant under the equivalence relation (1.13), i.e. if $f$ is sup-measurable then so is every function $f$ which is sup-equivalent to $f$.

It is very striking that even functions $f$ which are sup-equivalent to the zero function $f(s,u) = 0$ may exhibit a very pathological behaviour; in the literature such functions are called monsters. We give now two examples of such monsters which are both constructed on the interval $\Omega = [0, 1]$ and essentially build on the validity of the continuum hypothesis.

The first one (which we call the Russian monster) was invented by M A. Krasnoselskij and A.V. Pokrovskij. Recall first that both the set $\Omega$ and the space $S$ (more precisely, a complete representation system of Dairwise non-equivalent functions) have the cardinality of the continuum, and therefore their elements $(s_\alpha \Omega$ and $x_\beta \in S$, say) can be indexed by the ordinals from 1 to $\omega$, the first uncountable ordinal. Let

$$f(s_\alpha, u) = \begin{cases} 0 & \text{if } u = x_\beta(s_\alpha) \text{ for some } \beta < \alpha, \\ 1 & \text{otherwise}. \end{cases}$$

(1.14)
This function is sup-measurable, but not measurable! In fact, for any \( x \in S \), the function \( Fx \) is different from zero at most on a countable subset of \( \Omega \). To see this, fix \( x = x_\beta \in S \). By (1.14), we have \( f(s, x_\beta(s)) \neq 0 \) only for \( s = s_\alpha \) with \( \alpha \leq \beta \), and these points are form only a finite or countably infinite set (it is here that one uses the continuum hypothesis). This means that \( f(s, u) \simeq 0 \); in other words, \( f \) generates the zero operator, and hence is certainly sup-measurable.

To prove that \( f \) is not measurable on the product \( \Omega \times \mathbb{R} \), we remark that, for any fixed \( s_0 \in \Omega \), the function \( f(s_0, \cdot) \) vanishes at most on a countable subset of \( \mathbb{R} \). Therefore the set \( Q = (s, u) : f(s, u) = 1 \) meets any horizontal line \( u = u_0 \) in at most countably many points, but contains all vertical lines \( s = s_0 \) except for at most countably many points. This shows that \( \Omega \) is a non-measurable subset of \( \Omega \times \mathbb{R} \) (for example, by Fubini's theorem) and hence \( f \), being the characteristic function of \( \Omega \), is not measurable either.

The second example (which we call the Polish monster) was given by Z. Grande and J. Lipiński and is also quite "exotic". Recall that both the class of all closed subsets of \( \Omega \times \mathbb{R} \) of positive measure and the set of all Borel functions on \( \Omega \) have the cardinality of the continuum, and can therefore again be indexed by the ordinals from 1 to \( \omega \) (\( M_\alpha \) and \( x_\beta \), say). Further, by transfinite induction one can construct a sequence of points \( (s_\alpha, u_\alpha) \in \Omega \times \mathbb{R} \) such that

\[
(s_\alpha, u_\alpha) \in M_\alpha \setminus \bigcup_{\beta < \alpha} \Gamma_\beta, \; (s_\alpha \neq s_\beta \text{ for } \beta < \alpha),
\]

where \( M_\alpha \) is a closed subset of \( \Omega \times \mathbb{R} \) of positive measure, and \( \Gamma_\beta \) is the graph of the Borel function \( x_\beta \). The possibility of choosing \( (s_\alpha, u_\alpha) \) in such a way follows from the fact that the set of all ordinals \( \beta \) "preceding" \( \alpha \) is at most countable, the measure of \( M_\alpha \) is positive, and the graph \( \Gamma_{\beta \text{eta}} \) of a Borel function \( x_\beta \) is a null set in \( \Omega \times \mathbb{R} \). The Polish monster

\[
f(s, u) = \begin{cases} 
1 & \text{if } (s, u) = (s_\alpha, u_\alpha) \text{ for some } \alpha, \\
0 & \text{otherwise},
\end{cases}
\]

is then again sup-measurable, but not measurable, as can be seen as follows: if \( x \) is any measurable function and \( x_\beta \) is a Borel function which is equivalent to \( x \), the equality \( f(s, x_\beta(s)) \neq 0 \) holds only for those \( s_\alpha \in \Omega \) which satisfy \( (s_\alpha, u_\alpha) \in \Gamma_\beta \). But these points form only a countable set, and hence the Polish monster again generates the zero operator, and thus is trivially sup-measurable.

To show that \( f \) is non-measurable one can again consider the set \( Q = \{(s, u) : f(s, u) = 1\} \); in fact, if \( \Omega \) were measurable, \( \Omega \) would have measure zero (by Fubini’s theorem). But in this case one would have \( Q \cap M_\alpha = \emptyset \) for some closed set \( M_\alpha \) of positive measure, which is impossible since \( \Omega \) contains at least one point of each set \( M_\alpha \).

The above examples show that the sup-measurability of \( f \) does not imply its measurability. The converse is not true either; this is easier to see: given an arbitrary non-measurable function \( z \) on \( \Omega \), just consider

\[
f(s, u) = \begin{cases} 
z(s) & \text{if } u = s, \\
0 & \text{if } u \neq s;
\end{cases}
\]

this function \( f \) is obviously measurable on \( \Omega \times \mathbb{R} \), but the corresponding operator \( F \) maps the measurable function \( x(s) = s \) into the non-measurable function \( z \).
To make the following arguments more transparent, we still introduce some terminology. Suppose that $N$ is some subset of functions of $S$, and assume that $f_1$ and $f_2$ are two sup-measurable functions on $\Omega \times \mathbb{R}$ with the property that the operators $F_1$ and $F_2$ take the same values on $N$. We shall call the set $N$ thick if this implies that $f_1(s,u) \simeq f_2(s,u)$, i.e. $F_1$ and $F_2$ take the same values on the whole space $S$. In other words, a function set $N$ is thick if every superposition operator $F$ admits a unique extension from $N$ to $S$.

A necessary and sufficient condition for "thickness" is provided by the following:

**Lemma 1.2.** A subset $N$ of $S$ is thick if and only if, given $x \in S$, one can find a sequence $x_n$ in $N$ and a countable partition $\{D_1,D_2,\ldots\}$ of $\Omega$ ($D_n \in \mathcal{M}$) such that $x(s) = x_n(s)$ for almost all $s \in D_n$.

$\Rightarrow$ The proof is quite simple: in fact, if two superposition operators $F_1$ and $F_2$ coincide on $N$ then, by Lemma 1.1, they also coincide on the set $N^*$ of all functions of the form

$$x(s) = \sum_{n=1}^{\infty} P_{D_n} x_n(s) \quad (x_n \in N)$$

where $\{D_1,D_2,\ldots\}$ is an arbitrary countable partition of $\Omega$ (and only on such functions!). But Lemma 1.2 just states that $N$ is thick if and only if $N^* = S$. $\Leftarrow$

It is also possible to give other simple (sufficient) conditions for the "thickness" of some set of measurable functions. Given $N \subset S$, we call the set $lu(N)$ of all functions $x \in S$ such that, for each $\varepsilon > 0$, there exists $x_\varepsilon \in N$ with $\lambda(\{s : x(s) \neq x_\varepsilon(s)\}) < \varepsilon$, the Luzin hull of $N$. Obviously, $N \subset S$ is thick if $lu(N) = S$.

For example, if $\Omega$ is a bounded domain in Euclidean space, Luzin's theorem (see Section 6.1) states that $lu(C) = S$, where $C$ is the set of continuous functions on $\Omega$. It is rather surprising that, if $C$ is replaced by the set $C^1$ of continuously differentiable functions on $\Omega$, one has $lu(C^1) \neq S$, in fact, $C^1$ is not thick in $S$!

To conclude this section, we shall prove an auxiliary result which will be used several times in the sequel.

**Lemma 1.3.** Let $a$ be a nonnegative sup-measurable function on $\Omega \times \mathbb{R}$, and suppose that

$$\int_\Omega a(s,x(s))ds \leq c < \infty$$

for all $x \in S$. Then there exists a function $\overline{a} \in L$ such that $a(s,u) \preceq \overline{a}(s)$ and

$$\int_\Omega \overline{a}(s)ds \leq c \quad (1.17)$$

$\Rightarrow$ By Kantorovich's theorem, the function set $H = \{arctanAx : x \in S\}$ admits a least upper bound $z_*$ in $S$, where $A$ is the superposition operator generated by the function $a$. Moreover, one can find a sequence $x_n$ in $S$ such that $\sup H = \sup_n arctan Ax_n$. By induction, we construct a sequence $z_n$ in $S$ putting $z_1 = x_1$ and

$$z_n(s) = \begin{cases} z_{n-1}(s) & \text{if } a(s,z_{n-1}(s)) \geq a(s,x_n(s)), \\ x_n(s) & \text{if } a(s,z_{n-1}(s)) < a(s,x_n(s)). \end{cases}$$
Obviously, $z_n$ has the property that $\arctan A z_n$ converges monotonically to $\sup H$. By Levi’s theorem, the function \( \overline{a}(s) = \lim_{n \to \infty} z_n(s) \) is integrable and satisfies (1.17).

\[ \Rightarrow \]

### 1.4 Caratheodory and Shragin functions

Already in 1918, K. Caratheodory gave the following sufficient condition for $\sup$-measurability: a function $f = f(s, u)$ is $\sup$-measurable if $f(s, \cdot)$ is continuous on $\mathbb{R}$ for almost all $s \in \Omega$, and $f(\cdot, u)$ is measurable on $\Omega$ for all $u \in \mathbb{R}$. Such functions are now called Caratheodory functions (or functions which satisfy a Caratheodory condition).

To prove the $\sup$-measurability of a Caratheodory function $f$, note first that the corresponding operator $F$ maps any simple function into a measurable function; in fact, if $x$ has the form (1.4), all functions $f(\cdot, c_j)$ ($j = 1, \ldots, m$) are measurable, and Lemma 1.1 shows that

\[ F x(s) = \sum_{j=1}^{m} P_{D_j} f(s, c_j), \]

which is clearly a measurable function. Now, if $x \in S$ is arbitrary, and $x_n \in S_0$ are simple functions which converge to $x$ almost everywhere on $\Omega$, we have, by the continuity of $f(s, \cdot)$, that $F x(s) = \lim_{n \to \infty} F x_n(s)$ for almost all $s \in \Omega$. By Lebesgue’s theorem, $F x$ is then also measurable.

In the sequel we shall need the following obvious lemma:

**Lemma 1.4.** Let $f_n$ be a sequence of $\sup$-measurable functions, and suppose that $f_n(s, u)$ converges to $f(s, u)$ for almost all $s \in \Omega$ and all $u \in \mathbb{R}$. Then $f$ is also $\sup$-measurable.

\[ \Rightarrow \]

The assertion follows easily from Lebesgue’s theorem and the fact that, for any $x \in S$, the sequence $f_n(s, x(s))$ converges almost everywhere to $f(s, x(s))$.

Lemma 1.4 allows us to enlarge the class of $\sup$-measurable functions, by adopting an analogous construction to that leading to the known Baire classes: let $B_0$ denote the class of all Caratheodory functions, and $B_\alpha$ ($\alpha$ a countable ordinal number) the class of all functions $f$ which admit a representation

\[ f(s, u) = \lim_{n \to \infty} f_n(s, u) \quad (s \in \Omega \setminus D_0, u \in \mathbb{R}), \]

(1.18)

where the functions $f_n(n = 1, 2, \ldots)$ belong to classes $B_{\alpha_n}$ with $\alpha_n < \alpha$ and $D_0 \in \mathcal{M}$ is some null set. We call the classes $B_\alpha$ ($0 \leq \alpha < \omega$) Baire-Caratheodory classes, and their elements Baire-Camtheodory functions. Roughly speaking, all functions $f$ which occur in applications and are not too "exotic"belong to some Baire-Caratheodory class. For example, the functions $f_1(s, u) = \operatorname{sgn} u$ and $f_2(s, u) = \operatorname{sgn}(s - u)$ ($\Omega = [0, 1]$) are of Baire-Caratheodory class $B_1$, since $f_1(s, u) = \lim_{n \to \infty} \frac{2}{\pi} \arctan nu$ and $f_1(s, u) = \lim_{n \to \infty} \frac{2}{\pi} \arctan n(s - u)$. Another important class of $\sup$-measurable functions was introduced and studied by I. V. Shragin in 1976 under the name "standard functions"; we shall call them "Shragin functions" in what follows.

To define this class, recall that a set $D \in \mathcal{M}$ is called negligible if any subset $D'$ of $D$ also belongs to $\mathcal{M}$. If the measure $\mu$ is purely atomic, every set $D \in \mathcal{M}$ is negligible; roughly speaking, this is the reason why almost all the following considerations are rather
trivial in the case of a purely atomic measure, but complicated and significant only in the case of an atomic-free measure. Observe that, if the algebra $\mathcal{M}$ is complete with respect to the measure $\mu$, the negligible sets in $\mathcal{M}$ are just the null sets.

A function $f = f(s,u)$ is called Shragin function (or function which satisfies a Shragin condition) if there exists a negligible set $D_0 \in \mathcal{M}$ with the property that, for any $C \in \mathcal{B}$ (the Borel subsets of $\mathbb{R}$), the set $f^{-1}(C) \setminus (D_0 \times \mathbb{R})$ belongs to $\mathcal{M} \otimes \mathcal{B}$, the minimal $\sigma$-algebra which contains all products $M \times B$ with $M \in \mathcal{M}$ and $B \in \mathcal{B}$.

The definition shows that the class of Shragin functions is somewhat larger than the class of $(\mathcal{M} \otimes \mathcal{B}, \mathcal{B})$-measurable functions.

The Shragin functions have some important properties: for instance, they form a linear space, and if a sequence of Shragin functions converges to some function $f$ in the sense (1.18), the limit function $\hat{f}$ is also a Shragin function (this is in contrast to Caratheodory functions and shows that it does not make sense to define "Baire-Shragin classes").

Let us now show that every Shragin function is sup-measurable. Let $D_0 \in \mathcal{M}$ be the negligible set in the definition of a Shragin function $f$, and let $x$ be measurable. Given a Borel set $C \subseteq \mathbb{R}$, we have

$$\{s : s \in \Omega, f(s,x(s)) \in C\} = \hat{x}^{-1}[f^{-1}(C) \setminus (D_0 \times \mathbb{R})] \cup \{s : s \in D_0, f(s,x(s)) \in C\},$$

where $x(s) = (s,x(s))$. Since the function $x$ is obviously $(\mathcal{M} \otimes \mathcal{B}, \mathcal{B})$-measurable and $f$ is a Shragin function, the set $\hat{x}^{-1}[f^{-1}(C) \setminus (D_0 \times \mathbb{R})] \cup \{s : s \in D_0, f(s,x(s)) \in C\}$ is also measurable, as a subset of the negligible set $D_0$.

Since $C \in \mathcal{B}$ was arbitrary, $Fx$ is a measurable function as claimed.

As already mentioned above, the Baire-Caratheodory classes are fairly large and embrace all "natural" functions. It turns out that the class of Shragin functions is even larger, in the sense that it contains the union of all Baire-Caratheodory classes. To see this, it suffices to show that every Caratheodory function is a Shragin function, because Shragin functions are "stable" under the limit (1.18). So, let $f$ be a Caratheodory function, and suppose, without loss of generality, that $f(s, \cdot)$ is continuous on $\mathbb{R}$ even for all $s \in \Omega$.

Consider the auxiliary functions

$$f^0(s,u) = \lim_{\delta \to 0} f^\delta(s,u) \text{ and } f_0(s,u) = \lim_{\delta \to 0} f_\delta(s,u),$$

where

$$f^\delta(s,u) = \sup\{f(s,v) : v \in \mathbb{Q}, |u - v| < \delta\},$$

$$f_\delta(s,u) = \inf\{f(s,v) : v \in \mathbb{Q}, |u - v| < \delta\}.$$ 

Obviously, $f_0(s,u) \leq f(s,u) \leq f^0(s,u)$ by the continuity of $f(s,\cdot)$, we even have $f_0(s,u) = f(s,u) = f^0(s,u)$. It is therefore sufficient to prove that all functions $f^\delta$ and $f_\delta$ are Shragin functions. The function $f^\delta$, for instance, satisfies the equality

$$\{(s,u) : f^\delta(s,u) > c\} = \bigcup_{v \in \mathbb{Q}} \{\{s : f(s,v) > c\} \times (v - \delta, v + \delta)\}$$

which implies that the set $(f^\delta)^{-1}((c,\infty))$ belongs to the $\sigma$-algebra $\mathcal{M} \otimes \mathcal{B}$. Since the intervals $(c,\infty)$ generate all Borel sets in $\mathbb{R}$, the functions $f^\delta$ are Shragin functions, and hence the function $f$ as well.
As mentioned in Section 1.3, any function which is sup-equivalent to a sup-measurable function is sup-measurable itself. Consequently, any function which is sup-equivalent to a Shragin function is a fortiori sup-measurable; such a function, however, need not be a Shragin function itself, as the example of the monsters in Section 1.3 shows.

For further reference, we collect all results proved so far in the following:

**Theorem 1.1.** Every Caratheodory function is a Baire-Caratheodory function, every Baire-Caratheodory function is a Shragin function, and every Shragin function is sup-measurable.

We point out that sup-measurability can be regarded as usual measurability with respect to a special \( \sigma \)-algebra. In fact, given a \( \sigma \)-algebra \( \mathcal{M} \), denote by \( \mathcal{M}(\mathcal{B}) \) the \( \sigma \)-algebra of all subsets \( \Delta \subseteq \Omega \times \mathbb{R} \) such that \( \{ s : s \in \Omega, \hat{x}(s) \in \Delta \} \in \mathcal{M} \) for all \( x \in S \), where \( x(s) = (s, x(s)) \) as above. It is not hard to see that a function \( f \) is sup-measurable if and only if \( f \) is \( (\mathcal{M}(\mathcal{B}), \mathcal{B}) \)-measurable. Unfortunately, almost nothing is known about the \( \sigma \)-algebra \( \mathcal{M}(\mathcal{B}) \) in particular, it is not at all clear what its elements should look like. Observe that the sup-measurability of Shragin functions can be stated simply as \( \mathcal{M} \otimes \mathcal{B} \subseteq \mathcal{M}(\mathcal{B}) \), where the inclusion is, in general, strict.

To conclude, let us once more return to the ordering defined in (1.12). Obviously, a sufficient condition for (1.12) in case \( \Delta = \Omega \times \mathbb{R} \) is that \( f_1(s, u) \leq f_2(s, u) \) for almost all \( s \in \Omega \) and all \( u \in \mathbb{R} \). As the monsters show, this is not necessary for (1.12). If we restrict ourselves to Shragin functions, however, the situation is different.

**Lemma 1.5.** If \( f_1 \) and \( f_2 \) are Shragin functions, the two conditions \( f_1 \preceq f_2 \) and \( f_1 \leq f_2 \) equivalent.

\[ \Rightarrow \] Suppose that \( f \) is a Shragin function and \( f(s, u) \geq 0 \); we have to show that \( f(s, u) \) is almost everywhere nonnegative. If we put \( \Delta = \{ (s, u) : s \in \Omega, u \in \mathbb{R}, f(s, u) < 0 \} \) the set \( \Delta \setminus (D_0 \times \mathbb{R}) \) belongs to \( \mathcal{M} \otimes \mathcal{B} \) for some negligible set \( D_0 \in \mathcal{M} \) Consequently, by Sainte-Beuve’s selection theorem, the projection \( D_\ast \) of \( \Delta \setminus (D_0 \times \mathbb{R}) \) is measurable, and there exists some measurable function \( x_\ast \) on \( D_\ast \) whose graph lies entirely in \( \Delta \). Extending \( x_\ast \) equal to zero outside \( D_\ast \), we get \( Fx_\ast \in S \) and \( Fx_\ast \geq \theta \), since \( f(s, u) \geq 0 \) by assumption. But \( Fx_\ast(s) < 0 \) for \( s \in D_\ast \), by definition of the set \( \Delta \), and hence \( D_\ast \) is a negligible set. Altogether, this means that \( f(s, u) \geq 0 \) for \( s \in \Omega \setminus (D_0 \cup D_\ast) \) and \( u \in \mathbb{R} \), and so we are done. \( \Leftarrow \)

Observe that Lemma 1.5 is trivial for purely atomic measures, since the orderings \( \preceq \) and \( \leq \) are always equivalent on \( \Omega_d \).

### 1.5 Boundedness conditions

Recall that a set \( N \subseteq S \) is called bounded if \( N \) can be absorbed by any neighbourhood of zero in \( S \). In other words, \( N \) is bounded if, given \( \varepsilon > 0 \), one can find \( k > 0 \) such that \( [x/k] \leq \varepsilon \) for all \( x \in N \), where \( [z] \) is defined as in (1.1) or (1.2).

One can easily give other (equivalent) definitions of boundedness in the space \( S \). For sake of simplicity, let us introduce the distribution functions

\[ \lambda(x, h) = \lambda(\{ s : s \in \Omega, |x(s)| > h \}), \]
\[ \lambda_c(x, h) = \lambda(\{ s : s \in \Omega_c, |x(s)| > h \}) \]  \hspace{1cm} (1.19)
for every $x \in S$ (recall that $\Omega_c$ is that part of $\Omega$ on which the measure $\mu$ is atomic-free).

For convenience, we mention some boundedness criteria which are completely elementary to prove:

**Lemma 1.6.** For $N \subset S$, the following four conditions are equivalent:

(a) $N$ is bounded,

(b) The equality $\lim_{h \to \infty} \sup_{x \in N} \lambda(x, h) = 0$ holds.

(c) The equality $\lim_{h \to \infty} \sup_{x \in N} \lambda(x, h) = 0$ holds, and there exists a function $u \in S$ such that $|x(s)| \leq u(s)$ for $s \in \Omega_d$

(d) If $x_n$ is a sequence in $N$ and $\delta_n$ is a sequence of real numbers converging to 0, the sequence $\delta_n x_n$ converges to $\theta$ in $S$.

The main boundedness result for the superposition operator is the following:

**Theorem 1.2.** Let $f$ be a sup-measurable function. Then the superposition operator $F$ generated by $f$ is bounded on bounded sets in $S$ if and only if for each $r > 0$ there exists a function $c_r \in S$ such that

$$|f(s, u)| \leq c_r(s) \quad ((s, u) \in \Omega \times [-r, r]),$$

where the ordering $\leq$ is defined in (1.12). In particular, if $f$ is a Carathéodory function, the operator $F$ is always bounded on bounded sets in $S$.

$\Rightarrow$ First we prove the sufficiency of (1.20). Let $N \subset S$ be bounded. Let $x_n$ be any sequence in $N$, and let $\delta_n$ be a sequence in $\mathbb{R}$ tending to zero. Given $\varepsilon > 0$, by Lemma 1.6 we can find a number $h_\varepsilon > 0$ such that $\lambda(x_n, h_\varepsilon) \leq \varepsilon (n = 1, 2, \ldots)$, with $\lambda(x, h)$ as in (1.19). Let $\bar{x}_n(s) = \min\{|x_n(s)|, h_\varepsilon\} sgn x_n(s)$. By (1.20), we have $|\delta_n F\bar{x}_n(s)| \leq |\delta_n|c_\varepsilon(s)$ almost everywhere in $\Omega$, where $c_\varepsilon$ is the function corresponding to $r = h_\varepsilon$ in (1.20). Consequently,

$$\lim_{n \to \infty} \lambda(\delta_n F\bar{x}_n, h) = 0 \quad (0 < h < \infty).$$

Since, by construction, the set of all $s \in \Omega$ for which $Fx_n(s) \neq F\bar{x}_n(s)$ has $\lambda$-measure at most $\varepsilon$, we get

$$\lim_{n \to \infty} \lambda(\delta_n Fx_n, h) \leq \varepsilon \quad (0 < h < \infty);$$

this means that $\delta_n Fx_n$ converges to $\theta$ in $S$.

To prove the necessity of (1.20), suppose that $F$ is bounded in $S$, and let $r > 0$. By Kantorovich’s theorem, the function set $H_r = \{\arctan |Fx| : x \in S, |x| \leq r\}$, admits a least upper bound $z_r$ in $S$. Moreover, one can find a sequence $x_n$ in $S$ such that $|x_n(s)| \leq r$ and $\sup \arctan |Fx_n| = \sup H_r$. By induction, we construct a sequence $z_n$ putting $z_1 = x_1$ and

$$z_n(s) = \begin{cases} 
  z_{n-1}(s) & \text{if } |f(s, z_{n-1}(s))| \geq |f(s, x_n(s))|, \\
  x_n(s) & \text{if } |f(s, z_{n-1}(s))| \leq |f(s, x_n(s))|. 
\end{cases}$$

Obviously, $|z_n(s)| \leq r, z_n \in S$, and the sequence $\arctan |Fz_n|$ converges monotonically to $\sup H_r$. By hypothesis, the set $\{Fz_n : n = 1, 2, \ldots\}$ is bounded in $S$. Consequently, the limit $c_r(s) = \lim_{n \to \infty} Fz_n(s)$ belongs also to $S$. Since $c_r = \tan \sup H_r$, we have $|f(s, x(s))| \leq$
c_r(s) for any x ∈ S with |x(s)| ≤ r, and this is precisely (1.20). This proves the necessity of (1.20). If f is a Caratheodory function, by Lemma 1.5 condition (1.20) is equivalent to

|f(s, u)| ≤ c_r(s) ((s, u) ∈ Ω × [−r, r]),

(1.21)

and this is always fulfilled, since f(s, ·) is continuous. ⇐

Note the analogy of the preceding proof to that of Lemma 1.3.

We point out that one can prove the following refinement of Theorem 1.2: if the operator F is bounded on bounded sets in S there exists a sup-equivalent function ˜f such that (1.20) holds for ˜f(s, u) with ≤ replaced by ≤. In fact, it suffices to consider the function

\[ ˜f(s, u) = \min\{|f(s, u)|, c_n(s)|\, \text{sgn } f(s, u)\} \quad (s ∈ Ω, n − 1 < |u| ≤ n), \]

which generates the same superposition operator F and has the required properties.

One could also study somewhat different boundedness properties for the superposition operator. For instance, one could ask for conditions on f which guarantee that F is bounded on some fixed set N ⊂ S which need not even be bounded itself (for example, a set of the form \{x : u ≤ x ≤ v\} with two not necessarily measurable or not necessarily finite functions u and v). It is evident that one can easily find trivial sufficient conditions; general conditions, however, are not known.

Further, we remark that in the case Ω_c ≠ ∅ the convex hull co N of a bounded set N in S need not be bounded (co N may even be dense in S if Ω_d = ∅). We call a set N ⊂ S co-bounded if its convex hull is also bounded. Thus, one could ask for conditions on the function f which ensure that the corresponding superposition operator F maps co-bounded sets into cobounded sets in S. Also, this problem has not been studied at all up to the present.

1.6 Continuity conditions

In this section we shall be concerned with the following problem: given a sup-measurable function f, what conditions ensure the continuity of the corresponding superposition operator F in the space S (i.e. with respect to the metric ρ defined in (1.1) or (1.2))?

Surprisingly enough, one can give a complete answer to this problem. We shall give the corresponding results in two parts: first, we shall show that a Shragin function which generates a continuous superposition operator F is actually a Caratheodory function; afterwards, we shall give a complete characterization of the sup-measurable functions f which generate a continuous superposition operator F.

**Theorem 1.3.** Let f be a Shragin function, and suppose that the superposition operator F generated by f is continuous in the space S. Then f is a Caratheodory function.

⇒ It is sufficient to show that, for all s ∈ Ω, the function f(s, ·) is uniformly continuous on any bounded interval [−c, c] ⊂ R. Suppose that this is not true for some interval [−c, c]; then the set

\[ D = \{s : s ∈ Ω; \lim_{|u|, |v| ≤ c} \frac{|f(s, u) − f(s, v)|}{|u − v|} ≥ δ\} \]
has positive measure for some $\delta > 0$. Consider the sets $(n = 1, 2, \ldots)$

$$D_n = \{(s, u, v) : s \in \Omega; |u|, |v| < c; |u - v| \leq \frac{1}{n}; |f(s, u) - f(s, v)| \geq \delta\}.$$ 

Since $f$ is a Shragin function, the sets $D_n$ belong to the $\sigma$-algebra $\mathcal{M} \otimes \mathcal{B}(\mathbb{R}^2)$, where $\mathcal{B}(\mathbb{R}^2)$ denotes the $\sigma$-algebra of all Borel subsets of $\mathbb{R}^2$. By Sainte-Beuve’s theorem, one can construct two sequences of functions $u_n$ and $v_n$ in $S$ such that $|u_n(s)|, |v_n(s)| \leq c, |u_n(s) - v_n(s)| \leq \frac{1}{n}$ and $|f(s, u_n(s)) - f(s, v_n(s))| \geq \delta$. Let $D_*$ denote the set of all pairs $(s, u)$ such that $u = \lim_{k \to \infty} u_{n_k}(s)$ for some sequence $n_k$ of natural numbers. Then

$$D_* = \bigcap_{m \geq 1} \bigcup_{n \geq m} \bigcup_{r \in Q} \{(s, u) : |u_n(s) - r|, |u - r| < \frac{1}{m}\}$$

hence $D_* \in \mathcal{M} \otimes \mathcal{B}$. Again by Sainte-Beuve’s theorem, there exists a measurable function $x_*$ on $D$ whose graph lies in $D_*$ for almost all $s \in D$. The sequence of functions $\bar{u}_n = P_D u_n$ and $\bar{v}_n = P_D v_n$ converges in $S$ to the function $\bar{x}_* = P_D x_*$. By hypothesis, the operator $F$ is continuous in $S$, and hence the sequence $F \bar{u}_n - F \bar{v}_n$ converges in measure to zero. On the other hand, the inequality $|F \bar{u}_n - F \bar{v}_n| \geq \delta$ holds on the set $D$ of positive measure, a contradiction. \(\Leftarrow\)

To state our main continuity result, suppose, for simplicity, that $f(s, 0) = 0$, and consider the functional

$$\Phi(x, D) = \int_D f(s, x(s))ds.$$ 

Obviously, $\Phi(\theta, D) = 0$ for all $D \in \mathcal{M}$, and $P_D x = P_D y$ implies that $\Phi(x, D) = \Phi(y, D)$.

The following lemma will be very important in what follows.

**Lemma 1.7.** Let $f$ be a sup-measurable function, and suppose that the functional $\Phi(\cdot, D)$ is continuous on $S$ for any $D \in \mathcal{M}$, i.e.

$$\int_D f(s, x_n(s)) = \int_D f(s, x(s))$$  \hspace{1cm} (1.23)

as $x_n \to x$ in measure. Then $f$ is sup-equivalent to some Caratheodory function.

\(\Rightarrow\) Given $\eta > 0$, let $\Phi_\eta$ be defined by

$$\Phi_\eta(x, D) = \inf_{w \in S} \{\Phi(w, D) + \eta \int_D |w(s) - x(s)|ds\};$$  \hspace{1cm} (1.24)

obviously, $\Phi_\eta(x, D) \leq \Phi(x, D)$ for each $\eta > 0$. Moreover, it follows from the assumption (1.23) that $\lim_{\eta \to \infty} \Phi_\eta(x, D) \leq \Phi(x, D)$. We claim that the functional $\Phi_\eta$ satisfies a "Lipschitz-type" condition

$$|\Phi_\eta(x, D) - \Phi_\eta(y, D)| \leq \eta \int_D |x(s) - y(s)|ds \ (D \in \mathcal{M}).$$  \hspace{1cm} (1.25)
On the one hand, for \( w \in S \) we get, by (1.24)

\[
\Phi_\eta(x, D) \leq \Phi(w, D) + \eta \int_D |x(s) - y(s)|ds \quad (D \in \mathcal{M}).
\] (1.26)

On the other hand, given \( \delta > 0 \), we find \( w_\delta \in S \) such that

\[
\Phi_\eta(y, D) \geq \Phi(w, D) + \eta \int_D |w_\delta(s) - y(s)|ds - \delta.
\]

Putting \( w = w_\delta \) in (1.26) yields

\[
\Phi_\eta(x, D) - \Phi_\eta(y, D) \leq \eta \int_D |x(s) - w_\delta(s)|ds - \eta \int_D |w_\delta(s) - y(s)|ds + \delta
\]

\[
\leq \eta \int_D |x(s) - y(s)|ds
\]

Since \( \delta > 0 \) is arbitrary and the last expression is symmetric in \( x \) and \( y \), we have (1.25).

Consider now the restriction \( \Psi_\eta(\cdot, D) \) of \( \Phi_\eta(\cdot, D) \) to \( \mathbb{R} \) (i.e. we identify the real number \( u \) with the constant function \( x_u(s) \equiv u \)). Condition (1.25) reads then

\[
|\Phi_\eta(x, D) - \Phi_\eta(y, D)| \leq \eta \mu(D)|u - v|
\] (1.27)

By the Radon-Nikodym theorem, the measure \( \Psi_\eta(u, \cdot) \) can be represented as integral

\[
\Psi_\eta(u, D) = \int_D g_\eta(s, u)ds
\]

where the function \( g_\eta(\cdot, u) \) is integrable over \( \Omega \). Note that this function is defined only for \( s \in \Omega \setminus D_u \), where \( D_u \) is some null set depending, in general, on \( u \). The union \( D_0 \) of all sets \( D_u \) \((u \in \mathbb{Q})\) is also a null set, and the function \( g_\eta \) extends to a function \( \tilde{g}_\eta \) whose domain of definition \((\Omega \setminus D_0) \times \mathbb{R} \) does not depend any more on \( u \). By the continuity of \( \Psi_\eta(\cdot, D) \) on \( \mathbb{R} \) and by Lebesgue’s theorem we have

\[
\Psi_\eta(u, D) = \int_D \tilde{g}_\eta(s, u)ds
\] (1.28)

hence \( |\int_D [\tilde{g}_\eta(s, u) - \tilde{g}_\eta(s, v)]ds| \leq \eta \mu(D)|u - v| \), by (1.27). Since \( D \in \mathcal{M} \) is arbitrary, this yields \( |\tilde{g}_\eta(s, u) - \tilde{g}_\eta(s, v)| \leq \eta|u - v| \), consequently, \( g \) is a Caratheodory function for each \( \eta > 0 \). The equality (1.28) shows that

\[
\Phi_\eta(x, D) = \int_D \tilde{g}_\eta(s, x(s))ds
\] (1.29)

for any constant function \( x = x_u \) \((u \in \mathbb{R})\). Since superposition operators satisfying \( F \theta = \theta \) commute with the multiplication operator (1.3), (1.29) holds also for all simple functions.
$x$, and hence just for $x \in S$, since the simple functions are dense in $S$, and both sides of (1.29) are continuous functionals of $x$.

Now let $\tilde{f}(s, u) = \lim_{\eta \to \infty} \tilde{g}_\eta(s, u)$. Clearly, the function $f$ is measurable, and by Levi's theorem we have

$$
\Phi(x, D) = \lim_{\eta \to \infty} \Phi_\eta(x, D) = \lim_{\eta \to \infty} \int_D \tilde{g}_\eta(s, x(s)) = \int_D \lim_{\eta \to \infty} \tilde{g}_\eta(s, x(s)) = \int_D \tilde{f}(s, x(s)),
$$

(1)

hence

$$
\int_D f(s, x(s)) = \int_D \tilde{f}(s, x(s))
$$

which means that $f(s, u) \simeq \tilde{f}(s, u)$, since $D \in \mathcal{M}$ is arbitrary. It remains to show that $\tilde{f}$ is a Carathéodory function. Since all $\tilde{g}_\eta$ are Carathéodory functions, $\tilde{f}$ is a Shragin function, by Theorem 1.1, and hence a Carathéodory function, by Theorem 1.3. ⇐

We are now in a position to state the main continuity result for the superposition operator in the space $S$.

**Theorem 1.4.** Let $f$ be a sup-measurable function. Then the superposition operator $F$ generated by $f$ is continuous in the space $S$ if and only if $f$ is sup-equivalent to some Carathéodory function.

$\Rightarrow$ The "if" part of the assertion is not hard to prove: first, observe that, if $x_n$ is a sequence in $S$ which converges almost everywhere on $\Omega$ to $x \in S$, the sequence $Fx_n$ converges also almost everywhere on $\Omega$ to $Fx$ if $f$ is (equivalent to) some Carathéodory function. Suppose now that $F$ is not continuous at some $x_0 \in S$. Given $\varepsilon > 0$, choose a sequence $x_n$ in $S$ such that

$$
\rho(Fx_n, Fx_0) \geq \varepsilon \quad (n = 1, 2, \ldots).
$$

(1.30)

By Riesz’ theorem, we can extract a subsequence $x_{n_k}$ which converges almost everywhere to $x_0$; by the above remark, $Fx_{n_k}$ converges almost everywhere to $Fx_0$, i.e. $\lim_{k \to \infty} \rho(Fx_{n_k}, Fx_0) = 0$ contradicting (1.30). This proves the sufficiency.

The "only if" part follows from Lemma 1.7: in fact, if $F$ is continuous in the space $S$, the functional $\Phi(\cdot, D)$ is continuous on the set of all $x \in S$ for which $Fx \in L$ for each $D \in \mathcal{M}$ and thus $f$ is sup-equivalent to a Carathéodory function. ⇐

Theorem 1.4 is global, since it gives a necessary and sufficient continuity condition for $F$ on the whole space $S$. Sometimes it is also important, however, to have a condition for $F$ to be continuous at some point $x_0 \in S$. Here one cannot give a definite answer as in Theorem 1.4, but the following holds:

**Theorem 1.5.** Let $f$ be a Shragin function and $x_0 \in S$. Then the superposition operator $F$ generated by $f$ is continuous at $x_0$ if and only if, for almost all $s \in \Omega$ the function $f(s, \cdot)$ is continuous at $u = x_0(s)$.
The "if" part can be proved by the same reasoning as in Theorem 1.4. To prove the "only if" part, consider the sequence of measurable functions

$$\sigma_n(s) = \sup \{|f(s,u) - f(s,x_0(s))| : |u - x_0(s)| < \frac{1}{n}\}.$$ 

Evidently, it is sufficient to show that the sequence on converges almost everywhere to zero. The set $D$ of all $s \in \Omega$ with $\lim_{n \to \infty} \sigma_n(s) > 0$ is measurable, since the functions $\sigma_n$ are measurable. If $D$ would have positive measure, we could find a set $D_0 \in \mathcal{M}$ of positive measure and measurable functions $x_n$ on $D_0$ such that

$$|x_n(s) - x_0(s)| < \frac{1}{n}, \quad |f(s,x_n(s)) - f(s,x(s))| \geq \delta \quad (s \in D) \tag{1.31}$$

for some $\delta > 0$. Extending $x_n$ to be equal to $x_0$ outside $D_0$, we get a sequence $x_n$ in $S$ which converges to $x_0$. On the other hand, by (1.31) the sequence $Fx_n$ does not converge to $Fx_0$ in $S$, contradicting the continuity of $F$ at $x_0$. $\Leftarrow$

Theorem 1.5 gives a necessary and sufficient local continuity condition for superposition operators $F$ which are generated by Shragin functions. For arbitrary sup-measurable functions, only sufficient conditions are known.

From Theorem 1.5 it follows, for example, that the superposition operator $F$ generated by the function $f(s,u) = \text{sgn}(u - w(s))$ ($w \in S$ fixed) is continuous at each $x_0 \in S$ for which the set $\{s : x_0(s) = w(s)\}$ has measure zero. Analogously, if the discontinuity points of some sup-measurable function $f$ form a countable family of "curves" $u = w_\alpha(s)$ ($\alpha \in A$) (here the functions $w_\alpha$ need even not be measurable!), the corresponding superposition operator $F$ is continuous at each $x_0 \in S$ for which the set $\{s : x_0(s) = w_\alpha(s)\}$ $\alpha \in A$ has measure zero.

In Section 1.8 we shall obtain more precise information about the measurability and continuity behaviour of special functions. As mentioned in Section 1.1, there is another type of convergence in the space $S$ which is important in applications, namely convergence almost everywhere. The following analogue to Theorem 1.5 deals with "mixed" continuity properties of the superposition operator in the space $S$.

**Theorem 1.6.** Let $f$ be a sup-measurable function. Suppose that the superposition operator $F$ generated by $f$ maps every sequence which converges almost everywhere on $\Omega$ into a sequence which converges in measure.

Then $f$ is sup-equivalent to some Caratheodory function. The same holds if $F$ maps almost everywhere convergent sequences into almost everywhere convergent sequences. On the other hand, suppose that $F$ maps every sequence which converges in measure into a sequence which converges almost everywhere on $\Omega$. Then the function $f(s, \cdot)$ is constant for $s \in \Omega_c$ and continuous for $s \in \Omega_d$.

$\Rightarrow$ The first two statements follow from Theorem 1.4, since every superposition operator which maps almost everywhere convergent sequences into measure-convergent sequences is continuous in $S$, and every sequence which converges in measure contains an almost everywhere convergent subsequence.

To prove the last statement, suppose that the assertion is not true; in this case we can find a $u \neq 0$ such that $f(s,u) \neq 0$ for $s \in D$, where $D \subset \Omega_c$ is some set of positive measure. In the usual way, considering partitions $\{D_1^n, D_2^n, \ldots, D_{2^n}^n\}$ of $D$ ($n = 1, 2, \ldots$) of
mesh tending to zero, one obtains a sequence $\chi_n$ of characteristic functions which tend to zero in measure, but not almost everywhere on $D$. By hypothesis, the sequence $z_n(s) = f(s, u \chi_n(s))$ tends to zero almost everywhere, contradicting the fact that $z_n(s) = f(s, u)$ on a subset of $D$ of positive measure. The continuity of $f(s, \cdot)$ for $s \in \Omega_d$ follows from the fact that convergence almost everywhere on $\Omega_d$ coincides with both pointwise convergence and convergence in measure. $\Leftarrow$

To conclude this section, we present a result on the uniform continuity of the superposition operator in the space $S$. It is well known that a nonlinear operator may be continuous in an infinite-dimensional metric space without being uniformly continuous on bounded subsets of this space. A remarkable exception is the following:

**Theorem 1.7.** If the superposition operator $F$ is continuous in the space $S$, $F$ is also uniformly continuous on bounded sets.

$\Rightarrow$ In view of Theorem 1.4, we may assume that $f$ is a Caratheodory function. Let $N$ be a bounded subset of $S$, and let $x_n, y_n \in N$ such that the sequence $x_n - y_n$ converges to $\theta$ in $S$. We have to show that the sequence $Fx_n - Fy_n$ converges to $\theta$ in $S$ as well. Without loss of generality, we may assume that $x_n - y_n$ converges to $\theta$ almost everywhere.

Let $\varepsilon > 0$. By Lemma 1.6, we have $\lambda(x_n, h \varepsilon) \leq \varepsilon$ and $\lambda(y_n, h \varepsilon) \leq \varepsilon$ ($n = 1, 2, \ldots$) for some $h \varepsilon > 0$. Let

$$\bar{x}_n(s) = \min\{|x_n(s)|, h \varepsilon\}sgn x_n(s),$$

$$\bar{y}_n(s) = \min\{|y_n(s)|, h \varepsilon\}sgn y_n(s).$$

Obviously, the sequence $\bar{x}_n - \bar{y}_n$ converges also almost everywhere to $\theta$. Since $|\bar{x}_n(s)| \leq h \varepsilon$ and $|\bar{y}_n(s)| \leq h \varepsilon$ and because the function $f(s, \cdot)$ is, for almost all $s \in \Omega$, uniformly continuous on $[-h \varepsilon, h \varepsilon]$, by Cantor’s theorem, the sequence $F\bar{x}_n - F\bar{y}_n$ converges almost everywhere to $\theta$. Consequently, $F\bar{x}_n - F\bar{y}_n$ converges also in measure to $\theta$, i.e.

$$\lim_{n \to \infty} \lambda(F\bar{x}_n - F\bar{y}_n, h) = 0 \ (0 < h < \infty).$$

But, by construction, the set of all $s \in \Omega$ for which $Fx_n - Fy_n \neq F\bar{x}_n - F\bar{y}_n$ has $\lambda$-measure at most $2\varepsilon$, hence

$$\lim_{n \to \infty} \lambda(Fx_n - Fy_n, h) \leq 2\varepsilon \ (0 < h < \infty)$$

and the statement follows, since $\varepsilon > 0$ is arbitrary. $\Leftarrow$

1.7 Compactness conditions

Recall that a set $N \subset S$ is called precompact (or totally bounded) if any sequence in $N$ has a convergent subsequence. Equivalently, $N$ is precompact if $N$ admits for any $\varepsilon > 0$ a finite $\varepsilon$-net (i.e. a finite set $C$ such that $dist(x, C) \leq \varepsilon$ for all $x \in N$).

A set $N$ is called compact if $N$ is precompact and closed. The following compactness criterion holds in the space $S$:

**Lemma 1.8.** A set $N \subset S$ is precompact if and only if for each $\varepsilon > 0$ there exist a number $h > 0$ and a partition $\{D_1, \ldots, D_m\}$ of $\Omega$ such that, for each $x \in N$, $|x(s)| \leq h \ (s \in \Omega \setminus D_x)$ and $|x(s) - x(t)| \leq \varepsilon \ (s, t \in D_j \setminus D_x, j = 1, \ldots, m)$, where $D_x \in \mathcal{M}$ is a subset of $\Omega$ (in general, depending on $x$) of $\lambda$-measure at most $\varepsilon$. 17
Unfortunately, this compactness criterion is very cumbersome. Only in the case \( \Omega_e = \emptyset \) the conditions of Lemma 1.8 are easy to verify, but in this case compactness simply reduces to boundedness.

For applications it would be very useful if the superposition operator \( F \) would be compact (i.e. maps bounded sets in \( S \) into precompact sets). It turns out, however, that the class of compact superposition operators in \( S \) is highly degenerate: in the case \( \Omega_d = \emptyset \) it consists just of constant operators!

**Theorem 1.8.** Let \( f \) be a sup-measurable function. Then the superposition operator \( F \) generated by \( f \) is compact if and only if the following two conditions hold:

(a) For almost all \( s \in \Omega_e \), the function \( f(s, \cdot) \) does not depend on \( u \).

(b) For all \( s \in \Omega_d \), the function \( f(s, \cdot) \) is bounded on each bounded interval in \( \mathbb{R} \).

\( \Rightarrow \) The sufficiency of the two conditions is obvious. For proving the necessity, we can restrict ourselves to the separate cases \( \Omega_d = \emptyset \) for (a), and \( \Omega_e = \emptyset \) for (b).

Let \( \Omega_d = \emptyset \), suppose that \( F \) maps each bounded set in \( S \) into a precompact set, and let \( x_1 \) and \( x_2 \) be two functions in \( S \) for which \( Fx_1 \neq Fx_2 \). This means that there exists a set \( D \subseteq \Omega \) of positive measure such that \( |f(s, x_1(s)) - f(s, x_2(s))| \geq \gamma \) \( s \in D \) for some \( \gamma > 0 \). By induction, we construct a sequence of partitions of \( D \) into sets \( D(\varepsilon_1, \ldots, \varepsilon_n) \) \( \varepsilon_i \in \{0,1\} \) as follows: first, let \( \{D(0), D(1)\} \) be a partition of \( D \) such that \( \mu(D(0)) = \mu(D(1)) = \frac{1}{2} \mu(D) \) (recall that \( D \subseteq \Omega_e \)). Further, if \( \{D(\varepsilon_1, \ldots, \varepsilon_n) : \varepsilon_i \in \{0,1\}\} \) is the \( n \)-th partition of \( D \), divide each \( D(\varepsilon_1, \ldots, \varepsilon_n) \) into two parts \( D(\varepsilon_1, \ldots, \varepsilon_n, 0) \) such that \( \mu(D(\varepsilon_1, \ldots, \varepsilon_n, 0)) = \mu(D(\varepsilon_1, \ldots, \varepsilon_n, 1)) \) this defines the \( (n + 1) \)-st partition \( \{D(\varepsilon_1, \ldots, \varepsilon_n, \varepsilon_{n+1}) : \varepsilon_i \in \{0,1\}\} \). Now set

\[
\begin{align*}
D_n^0 &= \bigcup_{\varepsilon_i \in \{0,1\}} D(\varepsilon_1, \ldots, \varepsilon_n, 0), \\
D_n^1 &= \bigcup_{\varepsilon_i \in \{0,1\}} D(\varepsilon_1, \ldots, \varepsilon_n, 1),
\end{align*}
\]

and observe that \( \mu(D_n^0) = \mu(D_n^1) = \frac{1}{2} \mu(D) \) and \( D_n^0 \cap D_n^1 = \emptyset \). Let \( z_n \) be the sequence of functions defined by \( z_n(s) = P_{D_n^0}x_1(s) + P_{D_n^1}x_2(s) \). Obviously, the sequence \( z_n \) is bounded in \( S \), and for \( i < j \) we have

\[
|f(s, z_i(s)) - f(s, z_j(s))| = |f(s, x_1(s)) - f(s, x_2(s))| \geq \gamma \ (s \in D_{i,j}),
\]

where the set

\[
D_{i,j} = \bigcup_{\varepsilon_i \neq \varepsilon_j} D(\varepsilon_1, \ldots, \varepsilon_i, \ldots, \varepsilon_j)
\]

has measure \( \mu(D_{i,j}) = \frac{1}{2^j} \mu(D) > 0 \). But this shows that the sequence \( Fz_n \) cannot contain a convergent subsequence.

The proof of (b) in the case \( \Omega_e = \emptyset \) is trivial, since every compact operator is bounded, and boundedness of \( F \) implies boundedness of \( f(s, \cdot) \) for \( s \in \Omega_d \). \( \Leftarrow \)

At this point, one can make analogous remarks as at the end of the preceding section. For instance, one could ask for conditions under which \( F \) is compact on some fixed set \( N \); for example, in the case \( N \supseteq \{x : u \leq x \leq v\} \), the function \( f(s, \cdot) \) should not depend on \( u \) for \( s \in \Omega_e \), and the set \( N(s) = \{x(s) : x \in N\} \) should be bounded in \( \mathbb{R} \) for \( s \in \Omega_d \).
In the case $\Omega_c \neq \emptyset$ the convex hull co $N$ of a precompact set $N$ need not be precompact; it may even happen that $N$ is precompact but co $N$ is unbounded! Here is an example: let $\{D_{k,n} : k = 1, \ldots, n\}$ be a partition of $\Omega_c$ into $n$ subsets of equal $\lambda$-measure, and let $x_{k,n} = n^2 \chi_{D_{k,n}} (k = 1, \ldots, n; \ n = 1, 2, \ldots)$; then the set $N$ of all functions $x_{k,n}$ is precompact in $S$, as Lemma 1.8 shows, but the set of the convex combinations $z_n = \frac{1}{n}(x_{1,n} + \cdots + x_{n,n}) \equiv n$ is unbounded in $S$!

As before, we shall call a set $N \subset S$ co-precompact if its convex hull co $N$ is precompact. Theorem 1.8 shows that, whenever $F$ is compact, $F$ is even "co-compact" (in the sense that $F$ maps bounded sets into co-precompact sets); this is a nontrivial statement only in the case $\Omega_c \neq \emptyset$, since in the case $\Omega_c = \emptyset$ the notions of precompactness and co-precompactness coincide.

1.8 Special classes of functions

In this section we shall deal with superposition operators $F$ whose generating functions $f$ have special properties with respect to $u$, such as monotonicity, convexity, semi-additivity, etc.; for such operators much more can be said about their analytical and topological properties. We begin with monotone functions; more precisely, we suppose that $f(s, \cdot)$ is increasing for almost all $s \in \Omega$. Even for such functions, measurability on $\Omega \times \mathbb{R}$ does not imply sup-measurability. For example, let $\Omega = [0, 1]$, $D \subset \Omega$ be a non-measurable subset, and

$$f(s, u) = \begin{cases} 1 & \text{if } u > s, \text{ or } u = s \text{ and } s \in D, \\ 0 & \text{if } u < s, \text{ or } u = s \text{ and } s \not\in D. \end{cases} \tag{1.33}$$

Then $f$ is obviously measurable on $\Omega \times \mathbb{R}$, $f(\cdot, u)$ is measurable on $\Omega$ for all $u \in \mathbb{R}$, $f(s, \cdot)$ is increasing for all $s \in \Omega$, and $f(s, \cdot)$ is even continuous except for the point $u = s$ (roughly speaking, $f$ is "almost" a Caratheodory function). Nevertheless, $f$ is not sup-measurable, since $F$ maps the function $x_0(s) = s$ into the function $Fx_0(s) = \chi_D(s)$.

**Lemma 1.9.** Suppose that $f(s, \cdot)$ is increasing for almost all $s \in \Omega$ and $f(\cdot, u)$ is measurable for all $u \in \mathbb{R}$. For $h \in \mathbb{R}$, let

$$g(s, h) = \sup\{u : f(s, u) < h\}. \tag{1.34}$$

Then the function $g(\cdot, h)$ is measurable for each $h \in \mathbb{R}$, and $f$ is $(\mathcal{M} \otimes \mathcal{B}, \mathcal{B})$-measurable, where $\mathcal{M} \otimes \mathcal{B}$ denotes the completion of the $\sigma$-algebra $\mathcal{M} \otimes \mathcal{B}$.

$\Rightarrow$ It is easy to see that

$$g(s, h) = \sup_{u \in \mathbb{Q}} u \chi_{D(u, h)}(s)$$

where $D(u, h) = \{s : s \in \Omega, f(s, u) < h\}$; hence $g(\cdot, h)$ is measurable for each $h \in \mathbb{R}$.

By definition (1.34), the inclusions

$$\{(s, u) : g(s, h) > u\} \subseteq \{(s, u) : f(s, u) < h\} \subseteq \{(s, u) : g(s, h) \geq u\} \tag{1.35}$$

hold. As a matter of fact, the left-hand and right-hand sides in (1.35) (i.e. the "open" and "closed" subgraph of $g$) are measurable sets. Moreover, the set $\{(s, u) : g(s, h) = u\}$
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(i.e. the "difference" of these subgraphs) is a null set. Consequently, the Lebesgue set \( \{(s, u) : f(s, u) < h\} \) of \( f \) is the union of the \((\mathcal{M} \otimes \mathcal{B})\)-measurable set \( \{(s, u) : g(s, h) > u\} \) and of a subset of some \((\mathcal{M} \otimes \mathcal{B})\)-null set. But this means that this set belongs to the completion \((\mathcal{M} \otimes \mathcal{B})\). \( \Leftarrow \)

It follows from this reasoning that, under the hypotheses of Lemma 1.9, the function \( f \) is \((\mathcal{M} \otimes \mathcal{B}, \mathcal{B})\)-measurable if and only if the set \( D(h) = \{s : f(s, g(s, h)) < h\} \) belongs to \( \mathcal{M} \) for all \( h \in \mathbb{R} \). This in turn is the case if \( f \) is sup-measurable, by the measurability of \( g(\cdot, h) \). Thus, in contrast to the counterexample (1.33), here sup-measurability implies measurability; in particular, "monotone monsters" (of any nationality) cannot exist!

In case \( \Omega \) is a complete metric space and \( \mu \) is regular (see Section 1.1), one can show that, if \( f(s, \cdot) \) is increasing and \( f \) is sup-measurable, one can find a null set \( D_0 \subset \Omega \) and a Borel function \( f \) (i.e. \( f \) is \((\mathcal{B}(\Omega) \otimes \mathcal{B}, \mathcal{B})\)-measurable) such that \( f(s, u) = \hat{f}(s, u) \) \((s \in \Omega \setminus D_0, u \in \mathbb{R}) \). In fact, in this case every set \( D \in \mathcal{M} \) can be represented as union of a null set and a Borel set, and hence \( f \) can be re-defined on a null set (with respect to \( s \)) in such a way that the Lebesgue sets \( \{(s, u) : f(s, u) < h\} \) \( \{s : f(s, u) < h\} \) \( h \in \mathbb{Q} \) become Borel subsets of \( \Omega \times \mathbb{R} \). This gives a function \( f \) with the required properties.

We summarize what we have shown so far in the following:

**Theorem 1.9.** Suppose that \( f(\cdot, u) \) is measurable for all \( u \in \mathbb{R} \), and \( f(s, \cdot) \) is increasing for almost all \( s \in \Omega \). Then \( f \) is sup-measurable if and only if \( f \) is a Shragin function. Moreover, if \( \Omega \) is a complete metric space and the measure \( \mu \), is regular, \( f \) is sup-measurable if and only if \( f \) is equivalent to some Borel function.

We now pass to the continuity properties of a superposition operator \( F \) which is generated by a monotone function \( f \). If \( f(s, \cdot) \) is increasing, there are only countably many discontinuities of the first kind (i.e. jump discontinuities). By Theorem 1.5, the corresponding superposition operator \( F \) is continuous at \( x \in S \) if and only if

\[
f_+(s, x(s)) = f_-(s, x(s)),
\]

where \( f_+(s, u) = \lim_{v \uparrow u} f(s, v) \) and \( f_-(s, u) = \lim_{v \downarrow u} f(s, v) \). This simple observation allows us to describe the set of discontinuity points of \( F \) rather precisely. First, we claim that (1.48) is true if

\[
\lambda(\{s : s \in \Omega, x(s) = g(s, u)\}) = 0 \quad (u \in \mathbb{Q}),
\]

with \( g \) given by (1.34). In fact, if (1.36) fails to hold on a set \( D_1 \) of positive measure, then on a set \( D_2 \subseteq D_1 \), also of positive measure, we have \( f_-(s, x(s)) < u < f_+(s, x(s)) \) for some \( u \in \mathbb{Q} \). But this implies that \( x(s) = g(s, u) \) for \( s \in D_2 \), contradicting (1.37).

Observe that the set \( \mathcal{M}(D, u) \) of all functions \( x \in S \) for which \( \{s : s \in \Omega, x(s) = g(s, u)\} = D \) is nowhere dense in \( S \) \((D \in \mathcal{M}, u \in \mathbb{Q}) \). Consequently, if the measure \( \mu \) is separable (i.e. the corresponding space \( S \) is separable, see Section 1.1), the set of all discontinuity points of \( F \) can be represented as countable union of nowhere dense sets in \( S \), and thus is a set of first category. This result extends to a larger class of superposition operators:

**Theorem 1.10.** Suppose that \( f \) is sup-measurable, and \( f(s, \cdot) \) is of bounded variation on each bounded interval of \( \mathbb{R} \) for almost all \( s \in \Omega \). Then the set of discontinuity points of the superposition operator \( F \) generated by \( f \) is of first category.
⇒ It suffices to show that $f$ can be represented in the form $f(s, u) = f_\oplus(s, u) - f_\ominus(s, u)$, where $f_\oplus$ and $f_\ominus$ are two sup-measurable functions such that $f_\oplus(s, \cdot)$ and $f_\ominus(s, \cdot)$ are increasing for almost all $s \in \Omega$. Such functions can be defined, for instance, by

$$f_\oplus(s, u) = \frac{1}{2}\left[\tilde{f}(s, u) + f(s, u)\right], \quad f_\ominus(s, u) = \frac{1}{2}\left[\tilde{f}(s, u) - f(s, u)\right],$$

where

$$\tilde{f}(s, u) = \begin{cases} 
\lim_{r \uparrow u} \text{var}(f(s, \cdot); r, 0) & \text{if } u \geq 0, \\
-\lim_{r \downarrow u} \text{var}(f(s, \cdot); r, 0) & \text{if } u < 0,
\end{cases}$$

and $\text{var}(\varphi; a, b)$ denotes the total variation of the function $\varphi$ on $[a, b]$. Obviously, $f_\oplus$ and $f_\ominus$ are increasing in $u$. They are also sup-measurable, since the function $f$ can also be defined by

$$\tilde{f}(s, u) = \lim_{r \downarrow u} \sup \left\{ \sum_{j=1}^{m} |f(s, r_j) - f(s, r_{j-1})| : 0 = r_0 < r_1 < \ldots < r_m = r, r_j \in \mathbb{Q} \right\}$$

for $u \geq 0$ (similarly for $u < 0$). This proves the theorem. \leftarrow

It would be interesting to study the properties of superposition operators $F$ which are generated by functions $f$ with other special properties (convexity, semi-additivity etc.). For some of these properties, this is very simple. For instance, if $f(s, \cdot)$ is convex for almost all $s \in \Omega$, then $f$ is sup-measurable if and only if $f(\cdot, u)$ is measurable on $\Omega$ for all $u \in \mathbb{R}$; moreover, $f$ is always a Carathéodory function in this case. The same holds if $f(s, \cdot)$ is semi-additive for almost all $s \in \Omega$, and

$$\lim_{u \to 0} f(s, u) = f(s, 0) = 0. \quad (1.38)$$

But already if $f(s, \cdot)$ is merely semi-additive, and (1.38) fails to hold, nothing can be said about the sup-measurability of $f$.

1.9 Notes, remarks and references

1. Detailed information on the space $S$ and its properties, as well as all measure-theoretical results discussed in Section 1.1, can be found in the books [104] and [156]. The basic results on the space $S$ carry over almost without changes to vector-valued functions, and even to functions which take values in arbitrary metric spaces, equipped with the ($\sigma$-algebra of Borel sets, see e.g. the book [194]. As pointed out in Section 1.1, most "natural" examples of sets $\Omega$ lead to a separable space $S = S(\Omega)$. However, non-separable measures occur sometimes in probability theory (see e.g. [194]). For instance, uncountable products of probability spaces give non-separable (and hence non-metrizable) measure spaces.

2. In large parts of the text, we restrict ourselves to superposition operators generated by scalar functions $f$. Many results, however, carry over to functions from some product $\Omega \times U$ into some set $V$, where $U$ and $V$ are arbitrary measure spaces. The case when $U$ and $V$ are metric spaces, with the ($\sigma$-algebra of Borel subsets, is particularly important. All results of Section 1.1-1.8 are valid in case $U = \mathbb{R}^m$, $V = \mathbb{R}^n$ as well.
The first results on the superposition operator were obtained by K. Caratheodory, M.A. KrasnosePskii, V.V. Nemytskij and M.M. Vajnberg [78], [164], [165], [238-241], [341-346]; in the last mentioned paper, the superposition operator is called "Nemytskij operator" for the first time.

The property of local determination or (what is equivalent in case $F\theta = \theta$) disjoint additivity of the superposition operator was implicitly used by many authors, and systematically studied first by P.P. Zabrejko. In this connection, the question arises if the local determination (1.9) characterizes the superposition operator, or if there are other operators which are locally determined. It turns out that, under the continuum hypothesis, the superposition operator (1.6) is the only locally determined operator on the space $S$ (over a separable measure): in fact, since the space $S$ has the cardinality of the continuum, its elements can be indexed by the ordinals from 1 to $\omega$, the first uncountable ordinal. Given a locally determined operator $F$ in $S$, define a function $f$ by $f(s, u) = Fx_\alpha(s)$, where $\alpha$ is the first ordinal such that $x_\alpha(s) = u$. The function $f$ is then determined by the values of $F$ on classes in $S$ and generates the superposition operator $F$ [168].

Locally determined and similar operators were also studied in the papers [158], [159], [161-163], [269], [270], [287], [288], [312], [314], [362], and [366]. G. Buttazzo [71], [72] constructed explicitly an example of a locally determined operator which is generated by a non-measurable function. The papers [1-3] are concerned with the problem of characterizing those locally determined operators $F$ which are multiplication operators $Fx(s) = a(s)x(s)$ by some measurable function $a$.

3. The notion of sup-measurability was introduced in the book [182]. Various sufficient (and partially necessary) conditions for sup-measurability which are often very delicate, were studied by Z. Grande (see [123-128], [130-132], and, in particular, the monograph [129] and the bibliography therein), M.A. KrasnoseVskij and A.V. Pokrovskij [170-174], I.V. Shragin [304-306], [308-310], [316], [317], [319], and others [91], [149], [191], [265-267].

The problem of whether or not sup-measurability implies measurability was raised by Z. Grande at the end of his monograph [129]. The monsters (which give a negative answer to this problem) were introduced by M.A. Krasnoselskij and A.V. Pokrovskij [171], [173] and, independently, by Z. Grande and J.S. Lipinski [133]. The notion of sup-equivalence was introduced and studied in the papers [35] and [36].

The monsters and the example (1.16) show that sup-measurability and (Lebesgue) measurability are independent concepts. If we replace Lebesgue measurability by Borel measurability, however, the situation is slightly different: sup-measurability does not imply measurability (just choose $f$ equal to the characteristic function of $D \times \mathbb{R}$, where $D$ is a Lebesgue measurable non-Borel set [306]), but measurability implies sup-measurability in this case. Some sufficient conditions for sup-measurability which are weaker than those in [129] are given in [325]. Sup-measurable functions between abstract spaces are studied in [99], generalizing [306] and [310]. Measurability of $f$ on the product $\Omega \times \mathbb{R}$ is dealt with in many papers, e.g. [38].

The notion of thickness of a set of measurable functions is due to P.P. Zabrejko. Lemma 1.2 was proved (in another terminology) in [171]. The fact that the set $C^1$ of continuously differentiable functions is not thick in $S$ is also mentioned in the latter paper. To see this, it is sufficient to construct a real function $\varphi$ (on $\Omega = [0, 1]$, say) with the property that the projection (onto $\Omega$) of the intersection points of the graph $\Gamma(\varphi)$
of $\varphi$ and the graph $\Gamma(\psi)$ of any $C^1$-function $\psi$ is a null-set; the characteristic function $f = \chi_{\Gamma(\varphi)}$ has then the required properties [174]. The fact that the Luzin hull of the space $C^1$ is a strict subset of $S$ is implicitly contained in the paper [45]; more general information on this topic may be found in [192]. The problem of recovering the function $f$ if the values of the corresponding superposition operator $F$ are given on certain classes of "test functions"is important also in view of applications, see e.g. [6].

Lemma 1.3 is new; the facts about the partial ordering in the space $S$ used there may be found in [156] or [157].

4. The functions which we call "Caratheodory functions" were introduced by K. Caratheodory in 1918 [78] in connection with a generalized Peano theorem on the solvability of the Cauchy problem for an ordinary differential equation with discontinuous (in $s$) right-hand side. Actually, Caratheodory also proved the sup-measurability of such functions. [340] seems to be the first paper where it is observed that the Caratheodory conditions imply the measurability of $f$ on $\Omega \times \mathbb{R}$, see also [79] and [139]. The "Baire-type" classification was first proposed in the book [182].

The functions which we call "Shragin functions" were introduced by I.V. Shragin in [306] under the name standard functions. The fact that these functions are "stable" under pointwise limits, in contrast to Caratheodory functions, was also established in [306], the sup-measurability of Shragin functions in [306], [310]. Observe that, if the function $f$ does not depend on $s$, $f$ is a Shragin function if and only if $f$ is Borel measurable. Thus, in general a sup-measurable function is not equivalent to a Shragin function. We do not know whether or not there are Shragin functions which are not Baire-Caratheodory functions.

The $\sigma$-algebra $M(B)$ was introduced in [90], where it is also shown that the inclusion $M \otimes B \subset M(B)$ is in general strict. Sainte-Beuve’s selection theorem which we used several times can be found in [281].

5. Theorem 1.2 on the boundedness of the superposition operator in the space $S$ is contained in [35]. The class of "co-bounded" superposition operators has not been studied yet. One can show that a set $N \subset S$ is co-bounded if and only if there exists a positive function $u_0 \in S$ such that

$$\sup_{x \in N} \int_\Omega |x(s)|u_0(s)d\lambda < \infty$$

6. The fact that a Caratheodory function $f$ generates a superposition operator $F$ which is continuous in measure was actually already known to Caratheodory himself, and was proved in full generality, i.e. without superfluous assumptions, by V.V. Nemytskij. The converse was an open question for many years, called the "Nemytskij conjecture" by some people [267]; this conjecture was disproved by the existence of monsters. The fact that a function $f$ which generates a continuous superposition operator is sup-equivalent to a Caratheodory function was first proved by I.Vrkoc in the case $\Omega = [0,1]$ (see [362]). The same result for general $\Omega$, and even for the case when $f$ maps $\Omega \times U$ into $V$, where $U$ and $V$ are two metric spaces, is due to A.V. Ponomov [265-267]. Both Vrkoc’s and Ponomov’s proofs, however, are rather technical and cumbersome. Our proof is taken from [36] and builds essentially on the approximation scheme given in Lemma 1.7; this approximation scheme, in turn, was used in a different context in [72], see also [71].

Theorem 1.3 shows that the Nemytskij conjecture is true within the class of Shragin functions. This was first observed in [316], [317].
Theorem 1.4 is contained in [36], as well as various continuity properties of the integral functional
\[ \Phi x = \int_{\Omega} f(s, x(s)) ds \] (1.39)
which is obviously closely related to the superposition operator \( Fx(s) = f(s, x(s)) \). Much general information on the functional (1.39), which is of course a special case of (1.22), can be found, in particular, in the recent survey article [71].

Conditions for the continuity of \( F \) at a single point \( x_0 \in S \) which are both necessary and sufficient are not known; the only result presently known is our Theorem 1.5 which refers to Shragin functions (compare, however, the remarks below). General conditions for the convergence of sequences \( f_m(s, x_n(s)) \), as \( m, n \to \infty \), can be found in [315]. In [264] the author studies the "random continuity" of superposition operators between probabilistic topological spaces.

The fact that "continuity implies uniform continuity" (Theorem 1.7) in its general form is given here for the first time. We point out that an analogous result in well-known Banach spaces of measurable functions (Lebesgue spaces, Orlicz spaces etc.) is not true, see the counterexample preceding Theorem 2.10, and also [58].

7. On the other hand, the fact that a compact superposition operator "degenerates" (Theorem 1.8) has analogues in various normed function spaces. In case of Lebesgue spaces (with \( \Omega = \Omega_c \)) this was first observed by M.A. KrasnoseVskij [166]. The class of "co-precompact" sets has not been studied yet; the importance of such sets can be seen from the fact that Schauder's fixed point theorem may actually be formulated in terms of such sets in metric linear spaces [248].

8. Superposition operators which are generated by monotone functions were studied only in the last years; they seem to be important in the investigation of nonlinearities of hysteresis type [170-174]. As already stated at the beginning of Section 1.8, results on superposition operators \( F \) which are generated by monotone functions (in \( u \)) are much more precise. For example, in this case one can give a precise characterization of sup-measurability (Theorem 1.9, see also [306]). Moreover, if \( f \) is sup-measurable and monotone in \( u \), the corresponding operator \( F \) is continuous at \( x_0 \in S \) if and only if
\[ \lim_{u \to 0} \lambda(\{s : s \in \Omega, |f(s, x_0(s) + u) - f(s, x_0(s))| > h\}) = 0 \]
for every \( h > 0 \). Theorem 1.10 was known in the case of monotone functions ([172], see also [174]); in the form given here it is new.

9. As already observed, in some cases it is necessary to consider the superposition operator \( F \) not on the whole space \( S \) but only on a subset \( G \) of \( S \). Here many additional difficulties may occur which are due to the "disposition" of the set \( G \) in the space \( S \). Of course, in this case one should only assume that \( F \) maps functions from \( G \) into \( S \); in general, this does not imply that the function \( f \) is sup-measurable. This is clear if the set \( G \) is say, a "conical" interval \( \{x : x \in S, u \leq x \leq v\} \) or \( \{x : x \in S, u < x < v\} \), where \( u \) and \( v \) are fixed functions. A similar phenomenon occurs if \( G \) is a sufficiently "thin" set of functions like the space \( C^1 \) of continuously differentiable functions (over a compact domain \( \Omega \) in Euclidean space). Superposition operators between the space \( C \) of continuous functions and the space \( S \) of measurable functions will be dealt with in Section 6.4 (see also [292], [308], [319]).
Chapter 2
The superposition operator in ideal spaces

In this chapter we are concerned with the basic properties of the superposition operator in so-called ideal spaces which are, roughly speaking, Banach spaces of measurable functions with monotone norm. To formulate our results in a sufficiently general framework, we must introduce a large number of auxiliary notions which will be justified by the results in concrete function spaces given in subsequent chapters; we request the reader’s indulgence until then.

First, we give conditions for the local and global boundedness of the superposition operator \(F\) between ideal spaces \(X\) and \(Y\) which are typically ensured by special properties of the "source space" \(X\). Second, special properties, such as absolute boundedness and compactness, are treated. Afterwards, we give conditions for the continuity and uniform continuity of \(F\) which are now typically ensured by special properties of the "target space" \(Y\). For example, \(F\) is "always" continuous if \(Y\) is regular, and "never" continuous if \(Y\) is completely irregular (see the definitions below).

Weak continuity of \(F\) between ideal spaces is also considered; here we mention the surprising fact that, loosely speaking, only linear superposition operators are weakly continuous.

Next, we give necessary and sufficient conditions under which \(F\) satisfies a Lipschitz or Darbo condition. It turns out that in many spaces these two conditions are in fact equivalent.

Finally, the last part of this chapter is concerned with differentiability conditions for the superposition operator between ideal spaces. Various existence and degeneracy results for the derivative of \(F\) at a single point, the asymptotic linearity, and higher derivatives are given. Moreover, we are concerned with analyticity properties of the superposition operator. Surprisingly enough, it turns out that any analytic superposition operator between two ideal spaces \(X\) and \(Y\) reduces to a polynomial if \(X\) belongs to a certain class of spaces to be defined below. On the other hand, given a specific nonlinearity \(f\), we provide a "recipe" to construct two ideal spaces such that the corresponding operator \(F\) becomes analytic between them.

2.1 Ideal spaces

The first chapter was devoted to a rather detailed and complete description of the superposition operator in the space \(S\) of measurable functions. Unfortunately, although \(S\) is a complete metric space, \(S\) is not normable, and even not locally convex. This makes it rather difficult to study operator equations in this space, since the main principles of (both linear and nonlinear) functional analysis are formulated in complete normed
spaces (Banach spaces) or complete locally convex spaces. Thus it became necessary to consider the superposition operator in important normed spaces such as Lebesgue spaces, Orlicz spaces, Lorentz and Marcinkiewicz spaces, spaces of continuous and differentiable functions, and others. It turned out, however, that the basic properties of the superposition operator, e.g. continuity, non-compactness, boundedness, etc., are not connected with special properties of the norms in these spaces, but only with very few general properties which the above mentioned spaces have in common. Only the conditions on the function \( f \) which ensure that the operator \( F \) acts between two concrete spaces are directly related to the specific properties of these spaces. Therefore, before considering special acting conditions for \( F \) in particular spaces, it seems natural to study first the general properties of the superposition operator in large classes of spaces, where acting is a priori assumed.

This is the purpose of the present chapter. We shall study the superposition operator in so-called ideal spaces of measurable functions (also called Banach lattices) which embrace all spaces mentioned above, except for spaces of continuous or differentiable functions. The theory of the superposition operator in ideal spaces is rather advanced and complete.

As in the first chapter, let \( \Omega \) be an arbitrary set, \( \mathcal{M} \) some \( \sigma \)-algebra of subsets of \( \Omega \), \( \mu \) a countably additive and \( \sigma \)-finite measure on \( \Omega \), \( \lambda \) an equivalent normalized measure, and \( S \) the corresponding space of real measurable functions on \( \Omega \). A Banach space \( X \) of measurable functions over \( \Omega \) is called ideal space if the relations \( |x| \leq |y|, \ x \in S \) and \( y \in X \) imply that also \( x \in X \) and \( \|x\|_X \leq \|y\|_X \).

An important property of ideal spaces \( X \) is that of being continuously imbedded into the space \( S \), hence every sequence which converges in the norm of \( X \) is also convergent in measure, or, equivalently, every ball \( B_r(X) \) is a bounded set in \( S \). (Here and in what follows, \( B_r(X) \) denotes the set of all \( x \in X \) such that \( \|x\|_X \leq r \); when the context is clear, we shall write simply \( B_r(X) \) instead of \( B_r(X) \) and \( \|x\| \) instead of \( \|x\|_X \).

Recall that the support \( \text{supp} \ x \) of a function \( x \) is the set of all \( s \in \Omega \) such that \( x(s) \neq 0 \) (which is uniquely defined up to null sets). If \( N \) is any set of measurable functions we define the support of \( N \) by

\[
\text{supp} \ N = \text{supp} \left\{ \chi_{\text{supp} \ x} : x \in N \right\}.
\]

Thus, every function \( x \in N \) vanishes outside \( \text{supp} \ N \), and for any set \( D \subseteq \text{supp} \ N \) of positive measure one can find a subset \( D_0 \subseteq D \), also of positive measure, and a function \( x_0 \in N \) for which \( D_0 \subseteq \text{supp} \ x_0 \).

In every ideal space \( X \) there exist nonnegative functions \( u_0 \) for which \( \text{supp} \ u_0 = \text{supp} \ X \); such functions will be called units of \( X \) in the sequel.

An element \( x \in X \) is said to have an absolutely continuous norm if

\[
\lim_{\lambda(D) \to 0} \|P_{D} x\| = 0,
\]

where \( P_D \) is the multiplication operator (1.3). The set \( X^0 \) of all functions with an absolutely continuous norm in \( X \) is a closed (ideal) subspace of \( X \) we call \( X^0 \) the regular part of \( X \).

The regular part \( X^0 \) of \( X \) has many remarkable properties. In particular, convergent sequences in \( X^0 \) admit an easy characterization: a sequence \( x_n \) in \( X^0 \) converges to \( x \in X \) (actually, \( x \in X^0 \)) if and only if \( x_n \) converges to \( x \) in \( S \) and

\[
\lim_{\lambda(D) \to 0} \sup_n \|P_{D} x_n\| = 0,
\]
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i.e. the elements \( x_n \) have uniformly absolutely continuous norms. Further, the space \( X^0 \) is separable if and only if the underlying space \( S \) is separable, and the space \( X \) itself is separable if and only if \( S \) is separable and \( X = X^0 \). Unfortunately, the subspace \( X^0 \) can be much "smaller" than the whole space \( X \). An ideal space \( X \) is called regular if \( X = X^0 \), and quasi-regular if \( \text{supp} \ X = \text{supp} \ X^0 \); the latter condition means that \( X^0 \) is dense in \( X \) with respect to convergence in measure.

We still need some other notions. An ideal space \( X \) is called almost perfect if, given a sequence \( x_n \) in \( X \) which converges in measure to \( x \in X \), one has

\[
\| x \| \lim_{n \to \infty} \| x_n \|,
\]

i.e. the norm has the Fatou property, \( X \) is called perfect if, given a sequence \( x_n \) in \( X \) which converges in measure to \( x \in S \), one has \( x \in X \) and (2.3) holds. It is easy to see that a space \( X \) is almost perfect (resp. perfect) if and only if its unit ball \( B_1(X) \) is a closed set in \( X \) (resp. in \( S \)) with respect to convergence in measure.

Every regular space is almost perfect; the converse is false. An ideal space which is both regular and perfect will be called completely regular.

Although we do not discuss concrete examples of ideal spaces in this chapter, we just mention two special spaces which are of particular interest. Given a nonnegative function \( u_0 \in S \), the space \( L(U_0) \) is, by definition, the set of all \( x \in S \), vanishing outside \( \text{supp} \ u_0 \), for which the norm

\[
\| x \|_{L(u_0)} = \int_{\Omega} |x(s)| u_0(s) ds
\]

is finite. Similarly, the space \( M(u_0) \) is the set of all \( x \in S \), vanishing outside \( \text{supp} \ u_0 \), for which the norm

\[
\| x \|_{M(u_0)} = \inf \{ \lambda : |x| \leq \lambda u_0 \}
\]

is finite.

The importance of these spaces in the general theory of ideal spaces follows, for example, from the fact that \( X = \bigcup \{ M(u_0) : M(u_0) \subseteq X \} \) for any space \( X \), and \( X = \bigcap \{ L(u_0) : L(u_0) \supseteq X \} \) for perfect \( X \). These equalities show that, roughly speaking, \( L(u_0) \) and \( M(u_0) \) play the role of "maximal" and "minimal" spaces, respectively.

Sometimes it suffices to choose \( u_0(s) \equiv 1 \); in this case the spaces \( L_{u_0} \) and \( M_{u_0} \) are usually denoted by \( L \) (or \( L_1 \)) and \( M \) (or \( L_\infty \)), respectively (see (1.5)). If \( \Omega \) is a domain in Euclidean space, \( \mathcal{M} \) is the system of all Lebesgue measurable subsets of \( \Omega \), and \( \mu \) is the Lebesgue measure, the spaces \( L \) and \( M \) are the classical space \( L_1 \) of integrable functions, and the classical space \( L_\infty \) of essentially bounded functions, respectively. Likewise, if \( \Omega \) is the set of natural numbers, \( \mathcal{M} \) is the system of all subsets of \( \Omega \), and \( \mu \), is the counting measure, the spaces \( L \) and \( M \) are the classical spaces \( l_1 \) and \( l_\infty \) of summable respectively bounded sequences. All these spaces will be studied in detail in Chapter 3.

Let \( X \) be an ideal space. By \( \tilde{X} \) we denote the set of all functions \( y \in S \) vanishing outside \( \text{supp} \ X \), for which

\[
| < x, y > | < \infty \ (x \in X),
\]
where
\[
<x, y> = \int_\Omega x(s)y(s)ds.
\] (2.7)

Equipped with the usual algebraic operations and the norm
\[
\|y\|_{\tilde{X}} = \sup\{<x, y> : \|x\|_X \leq 1\},
\] (2.8)

the set \(X\) becomes an ideal space which is always perfect; we call \(X\) the associate space to \(X\). For example, a straightforward computation shows that \(\tilde{L}(u_0) = M(u_0)\) and \(\tilde{M}(u_0) = L(u_0)\).

It follows from the definition that \(X\) is always imbedded into the associate space \(\tilde{X}\) of \(\tilde{X}\), i.e.
\[
\|x\|_{\tilde{X}} \leq \|x\|_{\tilde{X}}
\]
in general, \(X\) and \(\tilde{X}\) do not coincide. One can show that \(X\) and \(\tilde{X}\) coincide, and are even isometrically isomorphic, if and only if \(X\) is perfect.

Obviously, the adjoint space \(\tilde{X}\) is closely related to the usual dual space \(X^*\) of continuous linear functionals on \(X\). In fact, any \(a \in \tilde{X}\) defines a continuous linear functional
\[
f_a(x) = <x, a> \quad (x \in X)
\] (2.9)
on \(X\) where \(\|f_a\|_{X^*} = \|a\|_{\tilde{X}}\), and hence \(\tilde{X}\) is a closed (in general, strict) subspace of \(X^*\). One can show that \(\tilde{X}\) coincides with \(X^*\) if and only if \(X\) coincides with \(X^0\), i.e. \(X\) is regular. In general, functionals in \(\tilde{X}\) can be characterized by special continuity properties: a functional \(f \in X^*\) belongs to \(\tilde{X}\) if and only if the relation
\[
\lim_{\lambda(D) \to 0} \sup_{|x| \leq z} |f(P_D x)| = 0
\]
holds for any nonnegative function \(z \in X\) in this case, the element \(a \in \tilde{X}\) which corresponds to \(f_a\) by formula (2.9) belongs to \((\tilde{X})^0\) if and only if \(f_a\) maps any sequence \(x_n\) which is bounded in \(X\) and convergent in \(S\) into a convergent sequence in \(\mathbb{R}\).

The dual space \(X^*\) of \(X\) is, of course, very well studied, and a lot of information can be found in any textbook on functional analysis. From the viewpoint of ideal spaces, however, the adjoint space \(\tilde{X}\) is more natural. Some information on \(X^*\) can also be obtained from information on \(\tilde{X}\), and vice versa. Thus, a space \(X\) is reflexive if and only if both \(X\) and \(\tilde{X}\) are completely regular; in particular, the spaces \(L(u_0)\) and \(M(u_0)\) are not reflexive.

2.2 The domain of definition of the superposition operator

We continue the study of the superposition operator (1.6); to this end, we shall suppose throughout this chapter that \(F\) acts between two ideal spaces \(X\) and \(Y\), where, without loss of generality, \(supp X = supp Y = \Omega\). The condition \(supp X = \Omega\) means, in particular, that the space \(X\) is a thick set (see Section 1.3) in \(S\). Consequently, if \(F\) maps \(X\) into \(S\), \(F\) extends to all of \(S\), and hence the function \(f\) is sup-measurable.
The aim of the present section is to describe the "natural" domain of definition of the superposition operator, viewed as an operator between two ideal spaces. To this end, we need an important notion. Given a subset $N$ of $X$, we denote by $\Sigma(N)$ the set of all $x \in X$ for which there exist a finite partition $\{D_1, \ldots, D_m\}$ of $\Omega$ and functions $x_j \in N$ ($j = 1, \ldots, m$) such that $x(s) = x_j(s)$ for $s \in D_j$ ($j = 1, \ldots, m$). In other words, $S(N)$ is the set of all functions of the form

$$x = \sum_{j=1}^{m} P_{D_j} x_j$$

(2.10)

where $x_j \in N$ and $D_j \in \mathcal{M}$ ($j = 1, \ldots, m$). In the sequel, we shall call $\Sigma(N)$ the $\Sigma$-hull of $N$. Roughly speaking, one could say that this definition plays the same role in ideal spaces as the definition of thick sets in the space $S$ note, however, that we consider only finite partitions $\{D_1, \ldots, D_m\}$ here.

The following assertion follows immediately from the definition of the $S$-hull and from the disjoint additivity of the operator $F$ (see Lemma 1.1):

**Lemma 2.1.** If $F$ maps some set $N \subset X$ into $Y$, then $F$ maps also the $\Sigma$-hull $\Sigma(N)$ of $N$ into $Y$.

Generally speaking, the importance of the $\Sigma$-hull consists in the fact that many "nice" properties which the operator $F$ has on some set $N$ (boundedness, continuity, differentiability, analyticity etc.) carry over to the set $\Sigma(N)$. If, for example, $N$ is the unit ball $B_1(L(u_0))$ in the space $L(u_0)$, then $\Sigma(N)$ coincides with the whole space $L(u_0)$. On the other hand, $\Sigma(N)$ is in some sense the "maximal" set on which $F$ can be defined; for a precise formulation see Theorem 2.1.

For general $N$, the set $\Sigma(N)$ may be rather complicated. We consider now the special case when $N$ is the unit ball $B_1(X)$ in $X$ in this case we denote the $\Sigma$-hull $\Sigma(B_1(X))$ simply by $\Sigma$.

Consider the set $\Delta$ of all $x \in X$ such that $|x(s)| \leq \delta(s)$ almost everywhere on $\Omega$, where

$$\delta(s) = \sup \{ |z(s)| : z \in B_1(X) \};$$

(2.11)

here the supremum is taken in the sense of the natural ordering of measurable functions (see Section 1.1). In general, the function (2.11) may be infinite on subsets of $\Omega$ of positive measure; in particular, $\delta(s) \equiv \infty$ for all $s \in \Omega_0$ if $X$ is quasi-regular.

Further, we denote by $\Pi$ the set of all functions $x \in X$ for which there exists a $D \in \mathcal{M}$ such that $\|P_D x\| \leq 1$ and $P_{\Omega \setminus D} x \in X^0$. Obviously, the inclusions

$$\{ x : x \in X, \pi(x) < 1 \} \subseteq \Pi \subseteq \{ x : x \in X, \pi(x) \leq 1 \}$$

(2.12)

hold, where

$$\pi(x) = \lim_{\lambda(D) \to 0} \|P_D x\| = \text{dist}(x, X^0)$$

(2.13)

is the distance of $x$ to the regular part $X^0$ of $X$ (see also (2.1)). It is not hard to see that the inclusions

$$\Pi \cap \Delta \subseteq \Sigma \subseteq \Delta$$

(2.14)

hold. If $X$ is regular, both inclusions turn into equalities.
In order to describe the set $\Sigma$, it is convenient to introduce the split functional
\[
H(x) = \inf \left\{ \sum_{i=1}^{n} \| P_{D_i} x \| : \| P_{D_i} x \| \leq 1 \right\} \ (i = 1, \ldots, n),
\]
where the infimum is taken over all partitions $\{ D_1, \ldots, D_n \}$ of $\Omega$ (with $n$ variable). Obviously, this functional takes only nonnegative (maybe, infinite) values on $X$, and the set $S$ consists just of those elements $x \in X$ for which $H(x)$ is finite.

**Lemma 2.2.** Let $X$ be an ideal space. Then the split functional $H$ of $X$ has the following properties:

(a) $H(x) = \| x \|$ for $\| x \| \leq 1$, and $H(x) \geq \| x \|$ for $\| x \| > 1$.

(b) $H$ is monotone, i.e. $|x| \leq |y|$ $(x, y \in X)$ implies that $H(x) < H(y)$.

(c) $H((1 - \lambda)x + \lambda y) \leq (1 - \lambda)H(x) + \lambda H(y) + 2H(x)H(y)$ for $x, y \in X$ and $0 < \lambda < 1$; in particular, the set $\Sigma$ is convex.

(d) $H(x + y) \leq H(x) + H(y)$ for disjoint $x, y \in X$.

$\Rightarrow$ The statements (a) and (b) follow immediately from the definition of the functional (2.15). To prove (c), we first remark that, given $x \in X$ and $\varepsilon > 0$, among all the partitions $\{D_1, \ldots, D_n\}$ of $\Omega$ for which $\| P_{D_i} x \| \leq 1$ $(i = 1, \ldots, n)$ and $\sum_{i=1}^{n} \| P_{D_i} x \| \leq H(x) + \varepsilon$, one can always find one such that $n \leq 2H(x) + 1 + 2\varepsilon$. In fact, without loss of generality we can assume that in the partition $\{D_1, \ldots, D_n\}$ we have $\| P_{D_i} x \| \leq \frac{1}{2}$ for only one index $i$, since, if $i'$ and $i''$ were two such indices, we could replace the corresponding sets $D_{i'}$ and $D_{i''}$ with their union $D_{i'} \cup D_{i''}$ without changing the properties of the partition claimed in the definition of the functional $H$. Consequently, we suppose that $\| P_{D_i} x \| > \frac{1}{2}$ holds for all indices $i$ except one; but this implies that $\frac{n-1}{2} \leq H(x) + \varepsilon$ or, equivalently, $n \leq 2H(x) + 1 + 2\varepsilon$. Now fix $x, y \in X$, and two partitions $\{A_1, \ldots, A_m\}$ and $\{B_1, \ldots, B_n\}$ of $\Omega$ such that
\[
\| P_{A_i} x \| \leq 1 \ (i = 1, \ldots, m), \sum_{i=1}^{m} \| P_{A_i} x \| \leq H(x) + \varepsilon, m \leq 2H(x) + 1 + 2\varepsilon,
\]
\[
\| P_{B_j} x \| \leq 1 \ (j = 1, \ldots, n), \sum_{j=1}^{n} \| P_{B_j} x \| \leq H(y) + \varepsilon, n \leq 2H(y) + 1 + 2\varepsilon.
\]
Then the family of all sets $C_{ij} = A_i \cap B_j$ $(i = 1, \ldots, m; j = 1, \ldots, n)$ is also a partition of $\Omega$ and has the property that $\| P_{C_{ij}}((1 - \lambda)x + \lambda y)\| \leq (1 - \lambda)\| P_{C_{ij}} x \| + \lambda \| P_{C_{ij}} y \| \leq (1 - \lambda)\| P_{A_i} x \| + \lambda \| P_{B_j} y \|$ $(i = 1, \ldots, m; j = 1, \ldots, n)$ and
\[
H((1 - \lambda)x + \lambda y) \leq \sum_{i=1}^{m} \sum_{j=1}^{n} \| P_{C_{ij}}((1 - \lambda)x + \lambda y)\|
\]
\[
\leq \sum_{i=1}^{m} \sum_{j=1}^{n} [(1 - \lambda)\| P_{A_i} x \| + \lambda \| P_{B_j} y \|]
\]
\[
\leq n(1 - \lambda) \leq \sum_{i=1}^{m} \| P_{A_i} x \| + m\lambda \sum_{j=1}^{n} \| P_{B_j} y \|
\]
Since $\varepsilon > 0$ is arbitrary, the statement (c) follows; the convexity of the set $\Sigma$ is an obvious consequence.

Similarly, the statement (d) is proved as follows: given again two partitions $\{A_1, \ldots, A_m\}$ and $\{B_1, \ldots, B_n\}$ of $\Omega$ such that

$$\|P_{A_i} x\| \leq 1 \quad (i = 1, \ldots, m), \quad \sum_{i=1}^m \|P_{A_i} x\| \leq H(x) + \varepsilon,$$

$$\|P_{B_j} x\| \leq 1 \quad (j = 1, \ldots, n), \quad \sum_{j=1}^n \|P_{B_j} x\| \leq H(y) + \varepsilon,$$

we can suppose, by the disjointness of $x$ and $y$, that all the sets $A_i \ (i = 1, \ldots, m)$ and $B_j \ (j = 1, \ldots, n)$ are mutually disjoint. But then the union $\{A_1, \ldots, A_m, B_1, \ldots, B_n\}$ is a partition of $\Omega$, and hence

$$H(x + y) \leq \sum_{i=1}^m \|P_{A_i} x\| + \sum_{j=1}^n \|P_{B_j} y\| \leq H(x) + H(y) + 2\varepsilon.$$

Since $\varepsilon > 0$ is arbitrary, the statement (d) follows, and thus the proof is complete. $\Leftarrow$

Unfortunately, the explicit calculation of the split functional $H$ is, in general, even harder than the explicit description of the set $S$. In some special spaces, however, such a calculation is possible. For the moment we restrict ourselves to the remark that

$$H(x) = \begin{cases} \|x\| & \text{if } \sup_{s \in \Omega_d} \|P_{\{s\}} x\| \leq 1, \\ \infty & \text{if } \sup_{s \in \Omega_d} \|P_{\{s\}} x\| > 1 \end{cases} \quad (2.16)$$

in the space $L(u_0)$, and

$$H(x) = \begin{cases} \|x\| & \text{if } \|x\| \leq 1, \\ \infty & \text{if } \|x\| > 1 \end{cases} \quad (2.17)$$

in the space $M(u_0)$; other examples will be given in subsequent chapters.

It is easy to see that the functional $H$ allows us to describe not only the set $\Sigma = \Sigma(B_1)$, but also the set $\Sigma(x_0 + B_r)$; in fact, $\Sigma(x_0 + B_r)$ consists of all $x \in X$ with $H((x-x_0)/r) < \infty$. In this way, one can get an idea of the set $\Sigma(N)$ even in case $N$ is an $F_\sigma$-type or $G_\sigma$-type set. For convenience, a set $N \subset X$ will be called $\Sigma$-stable if $\Sigma(N) = N$. In this terminology, we may state the following important consequence of Lemma 2.1:

**Theorem 2.1.** Let $X$ and $Y$ be two ideal spaces, and let $f$ be a sup-measurable function. Then the domain of definition $D(F)$ of the superposition operator $F$, generated by $f$ and considered as an operator between $X$ and $Y$, is $\Sigma$-stable.

The main part of this chapter is devoted to the basic properties of the superposition operator $F$, such as boundedness, continuity, etc., between two ideal spaces $X$ and $Y$, under the hypothesis that $D(F)$ is "sufficiently large" (for example, has interior points,
or even coincides with the whole space \( X \). The problem of finding relations between the function \( f \), on the one hand, and the spaces \( X \) and \( Y \), on the other hand, will not yet be considered here; to get significant results in this direction, one must use rather specific properties of concrete spaces, and this will be the purpose of the following chapters.

### 2.3 Local and global boundedness conditions

Recall that a nonlinear operator \( F \), defined on a subset \( N \) of a normed linear space \( X \) and taking values in a normed linear space \( Y \), is called locally bounded on \( N \) if

\[
\lim_{x \to x_0} \| Fx \| < \infty \quad (x_0 \in N),
\]

i.e. if \( F \) is bounded on some neighbourhood of each point \( x_0 \in N \). The following theorem gives a condition under which the superposition operator \( F \) is locally bounded between ideal spaces:

**Theorem 2.2.** Let \( X \) and \( Y \) be two ideal spaces, with \( Y \) being almost perfect. Let \( f \) be a sup-measurable function. Suppose that the domain of definition \( D(F) \) of the superposition operator \( F \), generated by \( f \) and considered as an operator between \( X \) and \( Y \), has interior points. Then \( F \) is locally bounded on the interior of \( D(F) \) if and only if, for each \( s \in \Omega_d \), the function \( f(s, \cdot) \) is bounded on each bounded interval in \( \mathbb{R} \).

Without loss of generality we may assume that \( \theta \) is an interior point of \( D(F) \), that \( F \) is defined on some ball \( B_\delta(X) \), and that \( F\theta = \theta \). The last assumption implies, in particular, that \( F \) commutes with the operator (1.3) for each \( D \in \mathcal{M} \). Moreover, without loss of generality we can consider the two cases \( \Omega_d = \emptyset \) and \( \Omega_c = \emptyset \) separately.

Suppose first that \( \Omega_d = \emptyset \). If \( F \) is unbounded at \( x_0 \), we can find a sequence \( x_n \) in \( D(F) \) such that

\[
\| x_n \| \leq 2^{-n} \delta, \quad \| Fx_n \| > 2^n n \quad (n = 1, 2, \ldots)
\]

Since \( \Omega_d = \emptyset \), we can find, for each \( n \), a partition of \( \Omega \) into \( 2^n \) subsets of equal \( \lambda \)-measure; for at least one of these subsets (which we denote \( D_n \)) we have \( \| FP_{D_n} x_n \| > n \). Since \( \lambda(D_n) \to 0 \) as \( n \to \infty \) and \( Y \) is almost perfect, we get

\[
\lim_{n \to \infty} \| FP_{D_n \setminus D_m} x_n \| = \| FP_{D_n} x_n \| (n = 1, 2, \ldots);
\]

consequently, to each \( n \) we can associate an \( n' \geq n \) such that \( \| FP_{D_n \setminus D_n} x_n \| \geq n \). Setting \( n_1 = 1, n_2 = n'_1, \ldots, n'_{k+1} = n'_k, \ldots \) and denoting \( \Omega_k = D_{n_k} \setminus D_{n_{k+1}} (k = 1, 2, \ldots) \) we get from (2.18) that \( \| P_{\Omega_k} x_n \| \leq 2^{-k} \delta \) and \( \| P_{\Omega_k} x_n \| > k \).

Now let \( x_* = \sum_{k=1}^{\infty} P_{\Omega_k} x_n \). On one hand, we have

\[
\| x_* \| \leq \sum_{k=1}^{\infty} \| P_{\Omega_k} x_n \| \leq \delta
\]

hence, by hypothesis, \( x_* \in D(F) \) and \( Fx_* \in Y \). On the other hand,

\[
\| Fx_* \| \geq \| FP_{\Omega_k} x_n \| > k \quad (k = 1, 2, \ldots);
\]

hence \( Fx_* \not\in Y \). This contradiction proves the statement in the case \( \Omega_d = \emptyset \).
Now let $\Omega_c = \emptyset$ and suppose first that the function $f(s, \cdot) \ s \in \Omega$ is bounded on each bounded interval in $\mathbb{R}$. Let $\Omega = \{s_1, s_2, \ldots\}$ and $P_n = P_{s_1, s_2, \ldots, s_n}$. By the boundedness of $f(s_k, \cdot)$, the numbers

$$c_n = \sum_{k=1}^{n} \sup \{||f(s_k, u)|| : ||u||\chi_{(s_k)} || \leq \delta\} \chi_{(s_k)}$$

are finite, and $||F(I - P_n)x|| \leq c_n$ for $||x|| \leq \delta$ and each $n$. Suppose now that $F$ is unbounded at $\theta$. In this case we can find a sequence $x_n$ in $X$ such that

$$||x_n|| \leq 2^{-n}\delta, \ \ ||Fx_n|| > c_n + n \ (n = 1, 2, \ldots) \ (2.19)$$

Since $Y$ is almost perfect, $\lim_{n \to \infty} ||F(I - P_n)x_n|| = Fx_n$ $(n = 1, 2, \ldots)$; therefore $||F(I - P_n)x_n|| > c_n + n$ for some $n' \geq n$, and hence

$$||F(P_n - P_{n'})x_n|| \geq ||F(I - P_{n'})x_n|| - ||F(I - P_n)x_n|| \geq n. \ (2.20)$$

Let the sequence $n_k$ be constructed by induction as above. By (2.19) and (2.20),

$$||(P_{n_k} - P_{n_{k+1}})x_{n_k}|| \leq 2^{-k}\delta, \ \ ||F(P_{n_k} - P_{n_{k+1}})x_{n_k}|| > k.$$ 

Now let $x_* \sum_{k=1}^{\infty} (P_{n_k} - P_{n_{k+1}})x_{n_k}$. On the one hand, we have

$$||x_*|| \leq \sum_{k=1}^{\infty} ||(P_{n_k} - P_{n_{k+1}})x_{n_k}||$$

hence $x_* \in D(F)$ and $Fx_* \in Y$. On the other hand,

$$||Fx_*|| \geq ||F(P_{n_k} - P_{n_{k+1}})x_{n_k}|| > k \ (k = 1, 2, \ldots)$$

hence $Fx_* \not\in Y$, again a contradiction.

To prove the last part, suppose that $\Omega_c = \emptyset$ and $F$ is locally bounded. Obviously, the function $f$ can be written as composition $f(s, u) = \varepsilon_s \circ F \circ \sigma_s(u)$, where $\sigma_s$ is defined by $\sigma_s(u) = u\chi_{(s)}$, and $\varepsilon_s$ is defined by $\varepsilon_s(y) = y(s)$. Since both $\sigma_s$ and $\varepsilon_s$ are bounded, the function $f(s, \cdot)$ is locally bounded for each $s \in \Omega$, and the proof follows from the classical Heine-Borel theorem. \(\Leftarrow\)

Theorem 2.2 is rather surprising in case $\Omega_d = \emptyset$ the local boundedness of $F$ on an open set $N \subset X$ follows already from the acting condition $F(N) \subseteq Y$, provided that $Y$ is almost perfect.

We pass now to the problem of finding conditions for the (global) boundedness of the operator $F$ in ideal spaces. One could expect that $F$ is also bounded on each ball which is entirely contained in the domain of definition $D(F)$. Simple examples show, however, that this is not so. Consider, for instance, the operator $F$ generated by the function $f(s, u) = u^s$ in the space $X = l_1$ of summable sequences. Here we have $D(F) = X$, and $F$ is locally bounded on $D(F)$, but $F$ is unbounded on each ball $B_r(X)$ of radius $r > 1$. Analogous counterexamples can be constructed in the case of an atomic-free measure $\mu$. Nevertheless, one can describe large classes of ideal spaces $X$ for which boundedness holds not only on small balls, but on any ball contained in $D(F)$.
We call an ideal space \( X \) a split space if one can find a sequence \( \{x_n\} \) of natural numbers with the following property: given any sequence \( x_n \in B_1(X) \) of disjoint functions, one can construct disjoint functions \( x_{n,j} \) \((j = 1, \ldots, \sigma_n)\) such that

\[ x_n = x_{n,1} + \cdots + x_{n,\sigma_n}, \tag{2.21} \]

and for each choice \( j = (j_1, j_2, \ldots) \) of natural numbers \( 1 \leq j_n \leq \sigma_n \), the function \( x_{\rightarrow j} = \sum_{n=1}^{\infty} x_{n,j_n} \) belongs to \( B_1(X) \).

The definition of a split space is, of course, rather technical and therefore difficult to verify in specific ideal spaces. In what follows we shall consider two special classes of split spaces which are much easier to characterize. Before doing so, however, we point out to verify in specific ideal spaces. In what follows we shall consider two special classes of numbers with the following property: given any sequence \( x_{\rightarrow j} \) and for each choice \( s \) of infinitely many atoms every space over \( \Omega \) consists of a finite number of atoms, every space over \( \Omega_d \) is a split space. On the other hand, if \( \Omega_d \) consists of infinitely many atoms \( s_1, s_2, \ldots \), the functions \( x_n = \|\chi_{\{s_n\}}\|^{-1}\chi_{\{s_n\}} \) mutually disjoint, and (2.21) implies that all functions \( x_{n,j} \) \((j = 1, \ldots, \sigma_n)\) are zero except for one function which is equal to \( x_n \). But then the function \( x_* = \sum_{n=1}^{\infty} x_n \) belongs to \( B_1(X) \) only if \( X = M(u_0) \).

We are now going to characterize an important class of split spaces by means of the split functional (2.15).

**Lemma 2.3.** Let \( X \) be an ideal space with \( \text{supp} \ X = \Omega \), and suppose that the measure \( \mu \) is atomic-free. Then the following three conditions are equivalent:

(a) The split functional \( H \) is bounded on some ball \( B_r(X) \) with radius \( r > 1 \).

(b) The split functional \( H \) is bounded on each ball \( B_r(X) \) with radius \( r > 1 \).

(c) The split functional \( H \) is of polynomial growth, i.e.

\[ H(x) \leq c(1 + \|x\|^k) \ (x \in X) \tag{2.22} \]

with some positive constants \( c \) and \( k \).

\( \Rightarrow \) Since obviously (c) implies (b) and (b) implies (a), it suffices to prove that (a) implies (c). So, let \( H \) be bounded on some ball \( B_r(X) \) with \( r > 1 \) by a constant \( n \) which we can suppose to be a natural number. This means that, given any \( x \in B_r(X) \), one can find a partition \( \{D_1, \ldots, D_n\} \) of \( \Omega \) such that \( \|P_{D_i}x\| \leq 1 \) for \( i = 1, \ldots, n \). Applying this reasoning to the function \( r|x||x|^{-1} \) where \( \|x\| = \rho \) for some \( \rho > 1 \), one sees that the functional \( H \) is bounded on \( B_{r\rho} \) by \( mn \), whenever \( H \) is bounded on \( B_{\rho} \) by \( m \). In particular, \( H \) is bounded on each of the balls \( B_{r\rho}, B_{r\rho^2}, B_{r\rho^3}, \ldots \) by \( n, n^2, n^3, \ldots \) respectively. Since any ball \( B_{\rho} \) is contained in some ball \( B_{r^k} \) (namely for \( k = \lfloor \log_r \rho \rfloor \), where \( \lfloor \vartheta \rfloor \) denotes the smallest integer \( k \geq \vartheta \), \( H(x) \) is majorized by the constant \( c(1 + \rho^k) \), where \( c = n \) and \( k = \lfloor \log_r n \rfloor \), and so we are done. \( \Leftarrow \)

We shall call an ideal space \( X \) a space of power type or \( \Delta_2 \)-space, for short (and write \( x \in \Delta_2 \)) if the split functional \( H \) on \( X \) has one of the equivalent properties stated in Lemma 2.3.

**Lemma 2.4.** Every \( \Delta_2 \)-space is a split space.

\( \Rightarrow \) For \( n = 1, 2, \ldots \) let \( \sigma_n = \lfloor \sup \{H(x) : \|x\| \leq 2^n\} \rfloor \). By definition of the functional \( H \), any sequence \( x_n \) in \( B_1(X) \) of disjoint functions can be written in the form \( x_n = \sum_{n=1}^{\infty} x_{n,j_n} \) where \( j_n \)
\[x_{n,1} + \cdots + x_{n,\sigma_n}, \text{ where } \|x_{n,j}\| \leq 2^{-n} \text{ for } j = 1, \ldots, \sigma_n.\] For any choice \(\bar{j} = (j_1, j_2 \ldots)\) with \(1 \leq \sigma_n \leq \sigma_n\) we therefore have \(\|x_{\bar{j}}\| \leq \sum_{n=1}^{\infty} \|x_{n,j_n}\| \leq 1\) which means that \(X\) is a split space. \(\Leftarrow\)

We remark that there exist split spaces which are not \(\Delta_2\)-spaces, see Section 4.1.

Next we introduce still another class of split spaces which is larger, but also more technical to describe. We shall say that an ideal space \(X\) is a \(\delta_2\)-space if one can define a functional \(h\) on the unit ball \(B_1(X)\) of \(X\), which takes values in the interval \([0, 1]\) and has the following properties:

(a) For all \(x \in B_1(X)\),

\[
\lim_{n \to \infty} \sup_{\|x\| \leq 1} \inf_{\{D_1, \ldots, D_n\}} \max_{i=1, \ldots, n} h(P_{D_i}x) = 0,
\]

where the infimum is taken over all partitions \(\{D_1, \ldots, D_n\}\) (with \(n\) fixed).

(b) If \(x_n\) is a sequence in \(B_1(X)\) of disjoint functions such that

\[
\sum_{n=1}^{\infty} h(x_n) \leq 1
\]

then the function \(x = \sum_{n=1}^{\infty} x_n\) belongs to \(B_1(X)\).

**Lemma 2.5.** Every \(\delta_2\)-space is a split space.

We shall not give the proof of this lemma, since it is analogous to that of Lemma 2.4 (which is a special case, namely \(h(x) = \|x\|\)). We remark, however, that not every \(\delta_2\)-space is a \(\Delta_2\)-space, since there exist functionals \(h\) on ideal spaces which are essentially different from the norm and satisfy conditions (a) and (b), see again Section 4.1.

We are now in a position to formulate the main result on the (global) boundedness of the superposition operator between ideal spaces:

**Theorem 2.3.** Let \(X\) and \(Y\) be two ideal spaces, with \(X\) being a split space and \(Y\) being almost perfect. Let \(f\) be a sup-measurable function. Suppose that the domain of definition \(\mathcal{D}(F)\) of the superposition operator \(F\), generated by \(f\) and considered as an operator between \(X\) and \(Y\), has interior points. Then \(F\) is bounded on each ball contained in \(\mathcal{D}(F)\) if and only if, for each \(s \in \Omega_d\), the function \(f(s, \cdot)\) is bounded on each bounded interval in \(\mathbb{R}\).

\(\Rightarrow\) In the case \(\Omega_d = \emptyset\) the proof coincides with that of Theorem 2.2; let us therefore assume that \(\Omega_d = \emptyset\). Moreover, we can again suppose that \(F\theta = \theta\) and \(B_1(X) \subseteq \mathcal{D}(F)\), and consider \(F\) on the unit ball \(B_1(X)\). If \(F\) is unbounded on \(B_1\) we can choose a sequence \(z_n\) in \(B_1\) such that \(\|Fz_n\| > n2^n\sigma_n\), where \(\sigma_n\) is the numerical sequence occurring in the definition of a split space. Since \(\Omega_d = \emptyset\), we can find a partition of \(\Omega\) into \(2^n\) subsets of equal \(\lambda\)-measure; for at least one of these subsets (which we denote \(D_n\)) we have \(\|FP_{D_n}z_n\| > n\sigma_n\). As in Theorem 2.2, we construct a sequence \(n_k\) inductively such that for \(x_k = P_{D_{n_k} \setminus D_{n_k+1}}z_{n_k}\) we have \(\|x_k\| \leq 1\) and \(\|Fx_k\| > k\sigma_k\). Since \(X\) is a split space, each \(x_k\) can be represented in the form \(x_k = x_{k,1} + \cdots + x_{k,\sigma_k}\). The inequality \(\|Fx_k\| > k\sigma_k\) implies, in particular, that for each \(k\) one can find a \(j_k\) such that \(\|Fx_{k,j_k}\| > k\). The
function \( x_\ast = \sum_{k=1}^{\infty} x_{k,j_k} \) belongs to \( B_1(X) \), and hence \( Fx_\ast \in Y \). On the other hand, 
\[ \|Fx_\ast\| \geq \|Fx_{k,j_k}\| > k \ (k = 1, 2, \ldots) \] which is a contradiction. \( \Leftarrow \)

In applications it is sometimes necessary to show the boundedness of the superposition operator \( F \) on some ball (or other set), where the hypotheses of Theorem 2.3 are not fulfilled. Very little can be said in this situation; sometimes, however, at least some special assertions can be made which build on majorization arguments like the following:
if two sup-measurable functions \( f \) and \( g \) satisfy an estimate \(|f(s,u)| \leq g(s,u)\), and if the corresponding superposition operator \( G \) is bounded on \( N \subseteq D(G) \), then \( F \) is defined and also bounded on \( N \). The "usefulness" of this completely trivial observation consists in the fact that the function \( g \) may be essentially simpler than the function \( f \).

To conclude this section, let us introduce the function
\[ \mu(F, N) = \sup_{x \in N} \|Fx\| \] (2.23)
which is finite, of course, only if \( F \) is bounded on \( N \). Many problems which are related to the superposition operator lead to the study of the function (2.23). Unfortunately, one can not give much general information about the characteristic (2.23), since it relies heavily on the specific form of the norm under consideration. Nevertheless, some general remarks can be made. For instance, if \( lu(N) \) denotes the Luzin hull of a set \( N \subset S \) (see Section 1.3), and \( F \) takes its values in an almost perfect space \( Y \), we have \( \mu(F; lu(N) \cap D(F)) = \mu(F, N) \) for \( N \subseteq D(F) \). In the most important case, \( N = B_r(X) \), the function (2.23) takes the simpler form
\[ \mu_F(r) = \mu(F, B_r) = \sup_{\|x\| \leq r} \|Fx\| \] (2.24)
and is called the growth function of \( F \) in the space \( X \) the function \( \mu_F \) can be regarded as natural analogue to the norm of a linear operator (for \( F \) linear we have, of course, \( \mu_F(r) = \|F\|r \)). This function gives a precise description of the growth of the superposition operator \( F \) on balls in \( X \) and is extremely useful in the study of the superposition operator, since many important properties of \( F \), such as continuity, differentiability, analyticity, etc., can be characterized by means of this function.

### 2.4 Special boundedness properties

Let \( X \) and \( Y \) be two ideal spaces, and suppose that \( F \), as an operator between \( X \) and \( Y \), is bounded on some set \( N \subset X \). It may happen in this situation that the image \( FN \subseteq Y \) is "nicer in some sense, than the set \( N \) itself. For example, for applications it would be very useful, in order to apply classical solvability results for nonlinear equations, if the set \( FN \) were to be precompact whenever \( N \) is bounded. Unfortunately, this leads to a very strong degeneracy for the superposition operator \( F \), as Theorem 1.8 already suggests. Nevertheless, although not being precompact, the set \( FN \) may have some property "between"boundedness and precompactness, if \( N \) is only bounded, and thus the operator \( F \) may "improve"sets. It is the purpose of this section to give a precise meaning to these vague statements. A set \( N \) of an ideal space \( X \) is called \( U \)-bounded if \( N \) is bounded with respect to the ordering in \( X \), i.e. if \( |x| \leq u_0 \ (x \in N) \) for some \( u_0 \in X \). More generally, \( N \) is called \( W \)-bounded if, for some \( \varepsilon > 0 \), there exists a \( U \)-bounded \( \varepsilon \)-net
for $N$ in $X$; this means, in other words, that for each $\varepsilon > 0$ one can find $u_\varepsilon \in X$ such that 
\[ \|x - x_\varepsilon\| \leq \varepsilon \quad (x \in N) \] 
where \[ x_\varepsilon(s) = \min\{|x(s)|, u_\varepsilon(s)\} \text{sgn } x(s) \quad (2.25) \]

Obviously, every $U$-bounded set is $W$-bounded, and every $W$-bounded set is bounded in norm. The converse is, in general, false; for example, the $W$-bounded and bounded sets coincide only in the space $X = M(u_0)$.

Although the property of $W$-boundedness is rather simple, it is somewhat difficult to verify in concrete ideal spaces. An exception is provided by regular spaces; in fact, if $X$ is regular, the concepts of $W$-boundedness and absolute boundedness are equivalent. Recall that a bounded set $N \subset X$ is called absolutely bounded if the elements of $N$ have uniformly absolutely continuous norms, i.e.

\[
\lim_{\lambda(D) \to 0} \sup_{x \in N} \|P_Dx\| = 0 \quad (2.26)
\]

(compare this with (2.2)). In fact, if $N$ is $W$-bounded and $\varepsilon > 0$ and $x \in N$ are fixed, we have $\|x - x_\varepsilon\| \leq \frac{\varepsilon}{2}$ for some $u_\varepsilon \in X$, $x_\varepsilon$ as in (2.25), and hence $\|P_Dx\| \leq \|P_Du_\varepsilon\| + \frac{\varepsilon}{2}$. Since $X$ is regular, we have $\|P_Du_\varepsilon\| \leq \frac{\varepsilon}{2}$ if $\lambda(D)$ is sufficiently small, hence $\|P_Dx\|$ uniformly in $x \in N$, i.e. $N$ is absolutely bounded. Conversely, let $N$ be absolutely bounded, and let $u_0$ be any unit in $X$. Since $N$ is bounded in the space $S$, we have, by Lemma 1.6,

\[
\lim_{h \to \infty} \sup_{x \in N} \lambda(\{s : s \in \Omega, |x(s)| > hu_0(s)\}) = 0 \quad (2.27)
\]

Given $\varepsilon > 0$, we can find $\delta > 0$ such that $\|P_Dx\| \leq \varepsilon$ for $x \in N$ and $\lambda(D) \leq \delta$. In particular, by (2.27) the set $\{s : |x(s)| > hu_0(s)\}$ has $\lambda$-measure at most $\delta$ if $h_0$ is sufficiently large. This means that the set $N_\varepsilon = \{x : x \in X, |x| \leq h_0u_0\}$ is a $U$-bounded $\varepsilon$-net for $N$ in $X$, and hence $N$ is $W$-bounded, since $\varepsilon > 0$ is arbitrary.

In general, every precompact set $N$ is $W$-bounded. If $X$ is regular, this can be strengthened; in this case $N \subset X$ is precompact in $X$ if and only if $N$ is precompact in $S$ and absolutely bounded in $X$.

**Lemma 2.6.** Let $X$ be an ideal space and $N \subset X$. Then for the $W$-boundedness of $N$ it is sufficient (and, in case $X$ is regular, also necessary) that for some unit $u_0$ in $X$ (for every unit $u_0$ in $X$, respectively) the relation

\[
\sup_{x \in N} \|u_0\Phi(u_0^{-1}|x|)\| < \infty \quad (2.28)
\]

holds, where $\Phi$ is some nonnegative increasing function on $[0, \infty)$ such that

\[
\lim_{u \to \infty} \frac{\Phi(u)}{u} = \infty. \quad (2.29)
\]

Suppose that the condition (2.28) holds. To prove the $W$-boundedness of $N$, it suffices to show that

\[
\lim_{h \to \infty} \sup_{x \in N} \|P_{D(x,h)}x\| = 0, \quad (2.30)
\]
where \( D(x, h) = \{ s : s \in \Omega, |x(s)| > hu_0(s) \} \). Given \( \varepsilon > 0 \), denote the left-hand side of (2.28) by \( a \), and choose \( h_\varepsilon > 0 \) such that \(|u| \leq \varepsilon \Phi(u)/a \) for \(|u| > h_\varepsilon \). Then for \( x \in N \) and \( h \geq h_\varepsilon \) we have \( \| P_{D(x, h)}x \| \leq \varepsilon \| u_0 \Phi(u_0^{-1}|x|)/a \| / \varepsilon \), and hence (2.30) holds.

Suppose now that \( X \) is regular, \( u_0 \) is some unit in \( X \), and \( N \in X \) is absolutely bounded; hence (2.30) holds. Let \( v \) be some function on \([0, \infty)\) which satisfies \( \lim_{h \to \infty} \nu(h) = 0 \) and \( \| P_{D(x,h)}x \| \leq \nu(h) \) for \( x \in N \), and choose a sequence \( h_n \) of positive numbers (\( h_0 = 0 \)) such that the series \( \sum_{n=0}^\infty \nu(h_n) \) converges. Moreover, let \( \omega_n \) be an increasing numerical sequence, tending to infinity as \( n \to \infty \), such that \( \sum_{n=0}^\infty \omega_n \nu(h_{n-1}) < \infty \). Finally, choose an increasing continuous function \( \omega \) on \([0, \infty)\) such that \( \omega(h_n) = \omega_n \). Then the function \( \Phi(u) = \omega(u)u \) satisfies (2.29); moreover, given \( x \in N \), we set

\[
D_n(x) = \{ s : s \in \Omega, h_{n-1}u_0(s) < |x(s)| \leq h_nu_0(s) \}
\]

and get

\[
\| \Phi \left[ \frac{|x|}{u_0} \right] u_0 \| \leq \sum_{n=1}^\infty \| P_{D_n(x)} \{ \Phi \left[ \frac{|x|}{u_0} \right] u_0 \} \| \leq \sum_{n=1}^\infty \omega_n \nu(h_{n-1}) < \infty;
\]

hence (2.28). \( \Leftarrow \)

Lemma 2.6 implies immediately the following condition (in general, only sufficient) under which \( F \) is \( W \)-bounded on a set \( N \):

**Theorem 2.4.** Let \( X \) and \( Y \) be two ideal spaces, and let \( f \) be a sup-measurable function. Suppose that the superposition operator \( F \), generated by \( f \) and considered as an operator between \( X \) and \( Y \), is bounded on some set \( N \subseteq X \). Then for the \( W \)-boundedness of the set \( FN \subseteq Y \) it is sufficient (and, in case \( Y \) is regular, also necessary) that the superposition operator \( F \), generated by the function

\[
\tilde{f}(s,u) = u_0(s)\Phi[|f(s,u)|u_0(s)^{-1}],
\]

is bounded on \( N \), where \( u_0 \) is a suitable (an arbitrary, respectively) unit in \( Y \), and \( \Phi \) is an increasing function on \([0, \infty)\) satisfying (2.29).

Now we pass to a compactness condition for the superposition operator \( F \). As already mentioned above, the compactness of \( F \) leads to a strong degeneration of the corresponding function \( f \):

**Theorem 2.5.** Let \( X \) and \( Y \) be two ideal spaces, and let \( f \) be a sup-measurable function. Suppose that the superposition operator \( F \) generated by \( f \) maps every bounded set \( N \subseteq X \) into a precompact set \( FN \subseteq Y \).

Then the function \( f(s, \cdot) \) is constant for each \( s \in \Omega_c \), and the operator \( F \) is \( W \)-bounded.

Conversely, if \( X \) and \( Y \) are two ideal spaces, with \( Y \) regular, and if \( f(s, \cdot) \) is constant for each \( s \in \Omega \) and \( F \) is \( W \)-bounded on some set \( N \subseteq X \), then \( FN \subseteq Y \) is precompact.

\( \Rightarrow \) The proof of the first part repeats literally the proof of Theorem 1.8. The second part is obvious: it follows from the fact that we can restrict ourselves to the case \( \Omega_c = \emptyset \), and that precompact and absolutely bounded sets in ideal spaces over a discrete measure coincide. \( \Leftarrow \)
Theorem 2.5 gives a complete description of compact superposition operators only in case of regular $Y$ (or, more generally, in case of regularity of the subspace $Y_d$ of all functions in $Y$ vanishing on $\Omega_c$). In the general case, one cannot obtain such a complete description, since one does not know appropriate compactness criteria in non-regular spaces.

Let $X$ be a complete metric linear space. We call a nonnegative function $\psi$ on the system of all bounded subsets of $X$ a Sadovskij functional if the following two properties are satisfied ($N, N_1, N_2 \subset X$ bounded):

(a) $\psi(\overline{\cap} N) = \psi(N)$.
(b) $\psi(N_1 \sup N_2) = \max\{\psi(N_1), \psi(N_2)\}$.

Moreover, $\psi$ is called a measure of noncompactness if $\psi(N) = 0$ holds if and only if $N$ is precompact. If $X$ is a Banach space, one usually requires the additional properties ($\lambda \in \mathbb{R}$):

(c) $\psi(N_1 + N_2) \leq \psi(N_1) + \psi(N_2)$.
(d) $\psi(\lambda N) = |\lambda| \psi(N)$.

Classical examples of measures of noncompactness having all these properties are the Kuratowski measure of noncompactness,

$$\gamma(N) = \inf\{d : d > 0, N \subseteq \bigcup_{j=1}^{m} N_j, \text{diam } N_j \leq d\}, \quad (2.31)$$
and the Hausdorff measure of noncompactness,

$$\alpha(N) \inf\{r : r > 0, N \subseteq B_r(X) + C, C \text{ finite}\}, \quad (2.32)$$

where the infimum may also be taken over all compact subsets $C$ of $X$. If $X$ is an ideal space it is useful to consider other Sadovskij functionals (which, however, are not measures of noncompactness), like

$$\pi(N) = \lim_{\lambda(D) \rightarrow 0} \sup_{x \in N} \|P_D x\|, \quad (2.33)$$

$$\eta(N) = \inf\{r : r > 0, N \subseteq B_r(X) + C, C U - \text{ bounded}\}, \quad (2.34)$$
$$\omega(N) = \inf\{r : r > 0, N \subseteq B_r(X) + C, C \text{ weakly compact}\}, \quad (2.35)$$

and

$$\beta(N) = \sup_{y \in B_1(\tilde{X})} \lim_{\lambda(D) \rightarrow 0} \sup_{x \in N} <x, y>, \quad (2.36)$$

where $X$ denotes the associate space to $X$ and $<\cdot, \cdot>$ is the pairing defined in (2.7).

There are some obvious relations between the functionals (2.31) - (2.36): if $X$ is an ideal space we have $\alpha(N) \leq \gamma(N) \leq 2\alpha(N)$, $\beta(N) \leq \pi(N)$ and $\eta(N) \leq \pi(N)$. If $X$ is regular we even have $\beta(N) \leq \eta(N) = \pi(N) \leq \alpha(N) \leq \gamma(N)$. Moreover, as (2.31) and (2.32) measure the "noncompactness" of $N$, the functionals (2.33) and (2.34) show "to what extent" the set $N$ fails to be absolutely bounded (see (2.13) and (2.26)) and $W$-bounded, respectively. Finally, (2.35) and (2.36) are certain measures of "weak noncompactness" and "sequential weak noncompactness" respectively.
If \( X \) and \( Y \) are two ideal spaces, \( \psi_X \) and \( \psi_Y \) are two Sadovskij functionals on \( X \) and \( Y \), respectively, and the superposition operator \( F \) is bounded between \( X \) and \( Y \), it is useful to consider the function
\[
\xi(N, r) = \sup\{\psi_Y(F\tilde{N}) : \tilde{N} \subseteq N, \psi_x(\tilde{N}) \leq r\}.
\] (2.37)

In particular, the function
\[
\xi_F(r) = \xi(B_r(X); r) = \sup_{N \subseteq B_r(X)} \psi_Y(FN)
\] (2.38)
plays the same role for "noncompactness" properties of \( F \) as the growth function (2.24) for the boundedness of \( F \).

The explicit calculation of the functions (2.37) and (2.38) is very hard, in general, although rather important in applications. The most important case when \( \psi = \alpha \) is the Hausdorff measure of noncompactness (2.32) will be dealt with in Section 2.6.

### 2.5 Continuity conditions

At first glance, it seems very difficult to formulate general continuity conditions for the superposition operator in ideal spaces. However, such conditions exist. To formulate the main result of this section, another auxiliary notion is in order. Let \( \delta \) be the function defined in (2.18). Given an open subset \( G \) of an ideal space \( X \), let
\[
\delta(G) = \bigcup_{(x_0, r)} \{(s, u) : s \in \Omega, u \in \mathbb{R}, |u - x_0(s)| \leq r\delta(s)\},
\] (2.39)
where the union is taken over all pairs \((x_0, r) \in G \times (0, \infty)\) such that the ball \( \|x - x_0\|_X < r \) lies in \( G \). It is clear that \( \delta(G) \) contains the graphs of all functions \( x \in G \) (more precisely, the set \( \{s : (s, x(s)) \notin \delta(G)\} \) has measure zero for each \( x \in G \)). Obviously, \( \delta(G) = \Omega \times \mathbb{R} \) if \( G = X \); on the other hand, this is true for any nonempty \( G \subset X \) if \( X \) is quasi-regular.

It is clear from the definition that there is a close "interaction" between the behaviour of the superposition operator \( F \) on a set \( G \subset X \) and that of the generating function \( f \) on the set \( \delta(G) = \Omega \times \mathbb{R} \). For instance, if \( G \) is the interior of the domain of definition \( \mathcal{D}(F) \) of \( F \), the analytical properties of \( F \) do not depend on the properties of \( f \) outside \( \delta(G) \).

We are now in a position to prove our basic result on the continuity of the superposition operator between ideal spaces.

**Theorem 2.6.** Let \( f \) be a sup-measurable function, and suppose that the interior \( G \) of the domain of definition \( \mathcal{D}(F) \) of the superposition operator \( F \), generated by \( f \) and considered as an operator between two ideal spaces \( X \) and \( Y \), is non-empty. Then, if the operator \( F \) is continuous on \( G \), the function \( f \) is sup-equivalent to some Carathéodory function on \( \delta(G) \). Conversely, if the function \( f \) is sup-equivalent to some Carathéodory function on \( \delta(G) \) and the space \( Y \) is regular, the operator \( F \) is continuous on \( G \).

\( \Rightarrow \) The first part follows from Theorem 1.4, since convergence in the norm of an ideal space implies convergence in measure, and the general hypothesis \( \text{supp} X = \Omega \) guarantees that \( X \) is a thick set in the space \( S \).
To prove the second part, we may assume, without loss of generality, that \( f \) is a Caratheodory function on \( \delta(G) \) and that \( B_r(X) \subseteq G \) for some \( r > 0 \); we show that \( F \) is continuous at \( x_0 = \theta \).

If this is not so, we can find a sequence \( x_n \) such that \( \|x_n\|_X \leq 2^{-n}r \) and \( \|Fx_n\|_Y \geq \varepsilon \) for some \( \varepsilon > 0 \). The function \( x_* = \sum_{n=1}^\infty |x_n| \) belongs then to \( B_r(X) \) by the Krasnosel’skij-Ladyzhenskij lemma (see Theorem 6.2), there exists a function \( z \in S \) such that \( |z| \leq x_* \) (hence \( z \in B_r(X) \)) and

\[
f(s, z(s)) = \sup\{|f(s, u)| : |u| \leq x_*(s)\},
\]

(hence \( |Fz| \in Y \)), because the set of all \((s, u)\) with \( |u| \leq x_*(s)\) is contained in \( \delta(G) \) and \( f \) is a Caratheodory function on \( \delta(G) \). Since \( x_n \) converges in \( X \) to \( \theta \), \( x_n \) converges also in measure to \( \theta \). But

\[
\lim_{\lambda(D) \to 0} \sup_n \|P_D Fz\|_Y = 0,
\]

since \( Fz \in Y \) and \( F \) is regular; consequently, \( Fx_n \) converges in \( Y \) to \( \theta \), by the remark preceding (2.2), and so we are done. \( \Leftarrow \)

We point out that the regularity assumption on \( Y \) in the second part of Theorem 2.6 is essential, as simple examples show (see Section 4.4). The case when \( Y \) is not regular is much more difficult to analyze; in this connection, specific properties of the spaces \( X \) and \( Y \) are needed. In view of this difficulty, the following general result is somewhat surprising:

**Theorem 2.7.** Let \( X \) and \( Y \) be two ideal spaces, with \( X \) being quasi-regular and \( Y \) being almost perfect. Let \( f \) be a Caratheodory function, and let \( x_0 \) be an interior point of the domain of definition \( D(F) \) of the superposition operator \( F \), generated by \( f \) and considered as an operator between \( X \) and \( Y \). Then \( F \) is continuous at \( x_0 \) if and only if the superposition operator \( F \) generated by the function (1.11) maps the space \( X^0 \) into the space \( Y^0 \). Moreover, if \( F \) is continuous at \( x_0 \), \( F \) is continuous at every point of the set \( x_0 + X^0 \).

\( \Rightarrow \) First, suppose that \( F \) is continuous at \( x_0 \), and let \( x \in X^0 \) we show that \( \tilde{F}x \in Y^0 \). In fact, if \( D_n \) is a sequence with \( \lambda(D_n) \to 0 \) as \( n \to \infty \), we have, by (1.9), that \( \|P_{D_n} \tilde{F}x\| = \|P_{D_n} \tilde{F}x\| = \|F(x_0 + P_{D_n} x) - Fx_0\| \); since \( F \) is continuous at \( x_0 \) and \( x \in X^0 \), we have \( \|P_{D_n} \tilde{F}x\| \to 0 \) as \( n \to \infty \), hence \( \tilde{F}x \in Y^0 \), by the definition (2.1) of the regular part.

Suppose now that \( \tilde{F}(X^0) \subseteq Y^0 \). By Theorem 2.6, \( \tilde{F} \) is then continuous at \( \theta \), considered between \( X^0 \) and \( Y^0 \). This means that \( \|\tilde{F}x\| \leq \varepsilon \) if \( x \in X^0 \) and \( \|x\| \leq \delta \). But for any \( x \in B_\delta(X) \) one can find a sequence \( x_n \) which converges to \( x \) in \( S \), since \( X \) is quasi-regular. By Theorem 1.4, the sequence \( \tilde{F}x_n \) converges to \( \tilde{F}x \) in \( S \), and hence \( \|\tilde{F}x\| \leq \varepsilon \), since \( Y \) is almost perfect. This shows that \( \tilde{F} \) is actually continuous at \( \theta \), considered between \( X \) and \( Y \), and this is in turn equivalent to the continuity of \( F \) at \( x_0 \).

The last part of the theorem follows obviously from the first part. \( \Leftarrow \)

Theorem 2.7 gives a very convenient continuity condition for \( F \) in terms of a simple acting condition for the "translated" operator \( \tilde{F} \). This has some remarkable consequences. We call an ideal space \( X \) completely irregular if \( X^0 = \{\theta\} \), i.e. the regular part of \( X \)
convergence in measure does not imply \( \Gamma \) of \( \sum_{\chi_n} \) of \( \sum_{\chi_n} \), \( \sum_{\chi_n} \) convergent to \( x \)

measure to \( \tilde{x} \) reduces to the zero function. For example, the space \( M = L_\infty \) over some domain in Euclidean space (with the Lebesgue measure) is completely irregular.

The following remarkable result is an immediate consequence of Theorem 2.7:

**Theorem 2.8.** Let \( X \) and \( Y \) be two ideal spaces, with \( X \) being quasi-regular and \( Y \) being completely irregular. Let \( f \) be a Caratheodory function, and let \( x_0 \) be an interior point of the domain of definition \( D(F) \) of the superposition operator \( F \), generated by \( f \) and considered as an operator between \( X \) and \( Y \). Then \( F \) is continuous at \( x_0 \) if and only if \( F \) is constant, i.e. the function \( f \) does not depend on \( u \).

In the first chapter (Theorem 1.7) we showed that every continuous superposition operator \( F \) is uniformly continuous on bounded sets in the space \( S \). In ideal spaces, however, this is not true. Consider, for example, the space \( X = Y = L \), where the underlying set \( \Omega \) is either the interval \([0,1]\) (with the Lebesgue measure) or the set \( \mathbb{N} \) (with the counting measure). If \( f \) is defined by \( f(s,u) = u \sin u \) or \( f(s,u) = u \sin \pi su \), respectively, the corresponding operator \( F \) is continuous from \( X \) into \( Y \), by Theorem 2.6. However, \( F \) is not uniformly continuous. To see this, consider in the case \( \Omega = [0,1] \) the sequences \( x_n = \frac{1}{n}(4n+1)\chi_{D_n}, \) \( y_n = \frac{1}{n}(4n-1)\chi_{D_n} \) \((n = 1,2,\ldots)\), where \( D_n \) are subsets of \([0,1]\) with \( \lambda(D_n) = \frac{1}{2n^2} \), and in the case \( \Omega = \mathbb{N} \) the sequences \( x_n = \frac{2n+1}{2n}x(n), \) \( y_n = \frac{2n-1}{2n}x(n) \) \((n = 1,2,\ldots)\). Obviously, these sequences are bounded and satisfy the condition \( \lim_{n \to \infty} \|x_n - y_n\| = 0 \); on the other hand, the sequence \( \|Fx_n - Fy_n\| \) is bounded away from zero, and hence \( F \) cannot be uniformly continuous on bounded sets.

The following result is very elementary, but useful for the verification of uniform continuity of concrete operators; we shall not carry out the proof, since it follows immediately from Theorem 1.7.

**Theorem 2.9.** Let \( X \) and \( Y \) be two ideal spaces, and let \( f \) be a Caratheodory function. Then the superposition operator \( F \), generated by \( f \) and considered as an operator between \( X \) and \( Y \), is uniformly continuous on a bounded set \( N \subset X \) if and only if

\[
\limsup_{\delta \to 0} \{ \|P_D Fx - P_D Fy\| : x,y \in N, \|x - y\| \leq \delta; \lambda(D) \leq \delta \} = 0
\]

This condition implies, in particular, that every superposition operator \( F \) which is continuous and absolutely bounded on some set \( N \subset X \), is also uniformly continuous on \( N \).

Now we shall discuss conditions for the weak continuity of the superposition operator in ideal spaces. Let \( X \) be an ideal space, \( \tilde{X} \) its associate space (see (2.6)), and \( \Gamma \) a total subspace of \( \tilde{X} \) (i.e. \( \text{supp} \ \Gamma = \text{supp} \ \tilde{X} \)). Recall that a sequence \( x_n \) in \( X \) is called \( \Gamma \)-weakly convergent to \( x \in X \) if

\[
\lim_{n \to \infty} <x_n,z> = <x,z> \quad (z \in \Gamma).
\]

We point out that \( \Gamma \)-weak convergence does not imply convergence in measure, and convergence in measure does not imply \( \Gamma \)-weak convergence. Nevertheless, both types of convergence are compatible in the sense that, if \( x_n \) converges \( \Gamma \)-weakly to \( x \) and in measure to \( \tilde{x} \), then \( x = \tilde{x} \).

In what follows, we shall make use of a special \( \Gamma \)-weakly convergent sequence of measurable functions. Let \( D \) be a subset of \( \Omega \) of positive (finite) measure, and let
where \( \{D(\varepsilon_1, \ldots, \varepsilon_n) : \varepsilon_i \in \{0, 1\}\} \) be the sequence of partitions of \( D \) constructed in the proof of Theorem 1.8. Further, let \( D^n_0 \) and \( D^n_1 \) be defined as in (1.32), and let \( \theta_n(s) = \chi_{D^n_1(s)} - \chi_{D^n_0(s)} \). Obviously, the functions \( \theta_n \) satisfy the orthogonality relation \( \langle \theta_j, \theta_k \rangle = \delta_{jk} \mu(D) \). Consequently, we may consider Fourier series expansions with respect to the system \{\( \theta_n : n = 1, 2, \ldots \)\}; given \( x \in L_2(D) \) (which means that \( x \) is square-integrable and vanishes outside \( D \)), we have

\[
x(s) = z(s) + \frac{1}{\mu(D)} \sum_{n=1}^{\infty} \left\{ \int_D \theta_n(s)x(s)ds \right\} \theta_n(s),
\]

where \( z \) is orthogonal to each \( \theta_n \). Since \( L_2(D) \) is dense in \( L_1(D) \), and every function \( x \in L_1 \) can be written as sum \( x = P_D x + P_{\Delta} x \), we get that \( \lim_{n \to \infty} \langle \theta_n, x \rangle = 0 \) for all \( x \in L_1 \).

The following result will be useful in the sequel:

**Lemma 2.7.** Let \( X \) be an ideal space, and suppose that \( x_1 \) and \( x_2 \) are two functions in \( X \) such that the set \( D = \{s : x_1(s) \neq x_2(s)\} \) is contained in \( \Omega \), and has finite measure. Then the sequence \( z_n(s) = \frac{1 + \theta_n(s)}{2} x_1(s) + \frac{1 - \theta_n(s)}{2} x_2(s) \) converges \( \bar{X} \)-weakly to the function \( z(s) = \frac{\text{frac} x_1(s) + x_2(s)2}{2} \).

\[ \Rightarrow \text{The assertion is almost obvious: given } y \in \bar{X}, \text{ we have } x_1 y \in L_1, \quad x_2 y \in L_1, \text{ and} \]

\[
\lim_{n \to \infty} \langle z_n, y \rangle = \langle \frac{x_1 + x_2}{2}, y \rangle + \lim_{n \to \infty} \langle \theta_n, \frac{x_1 - x_2}{2} y \rangle = \langle z, y \rangle.
\]

Let \( X \) and \( Y \) be two ideal spaces. The set \( Y/X \) consists, by definition, of all \( z \in S \) such that \( xz \in Y \) for each \( x \in X \); equipped with the natural norm

\[
\|z\|_{Y/X} = \sup\{ \|xz\|_Y : \|x\|_X \leq 1 \}, \tag{2.40}
\]

\( Y/X \) becomes an ideal space, the multiplicator space of \( X \) with respect to \( Y \). Observe that the adjoint space \( X \) coincides with the multiplicator space \( L_1/X \), as a comparison of (2.8) and (2.40) shows. Many properties of the "numerator space" \( \bar{Y} \) carry over to the multiplicator space \( Y/X \) for example, if \( Y \) is (almost) perfect then \( Y/X \) is also (almost) perfect.

To give a simple example, consider the spaces \( L(U_0) \) and \( M(u_0) \) defined in (2.4) and (2.5). If \( u_1 \) and \( u_2 \) are units over \( \Omega \), we have \( L(u_1)/L(u_2) = M(u_3), L(u_1)/M(u_2) = L(u_3), M(u_1)/M(u_2) = M(u_3) \) and \( M(u_1)/L(u_2) = L(u_3) \), where \( u_3(s) = u_2^{-1}(s)u_1(s) \) and \( \bar{u_3}(s) = u_2^{-1}(s)u_1(s) \chi_{\Omega_u}(s) \). Other multiplicator spaces \( Y/X \) will be calculated and used in the following two chapters.

We are now ready to formulate a condition (both necessary and sufficient) for the \((\Gamma, \Delta)\)-weak continuity of \( F \) between two ideal spaces \( X \) and \( Y \), this means that \( \Gamma \) and \( \Delta \) are total subspaces of \( \bar{X} \) and \( \bar{Y} \), respectively, and \( F \) maps \( \Gamma \)-weakly convergent sequences into \( \Delta \)-weakly convergent sequences.

**Theorem 2.10.** Let \( X \) and \( Y \) be two ideal spaces and let \( \Gamma \) and \( \Delta \) be total subspaces of \( \bar{X} \) and \( \bar{Y} \), respectively. Let \( f \) be a sup-measurable function, and denote by \( D(F) \) the domain of definition of the superposition operator \( F \), generated by \( f \) and considered as an
operator between $X$ and $Y$. Then $F$ is $(\Gamma, \Delta)$-weakly continuous if and only if the following two conditions hold:

(a) The restriction of $f$ to $\Omega_c \times R$ satisfies

$$f(s, u) \simeq a(s) + b(s)u \ ((s, u) \in \delta(D(F)) \cap (\Omega_c \times R)),$$

where $a \in Y$ and $b \in Y/X \cap \Gamma/\Delta$.

(b) The restriction of $f$ to $\Omega_d \times R$ is a Carathéodory function.

⇒ Without loss of generality, we can treat the two cases $\Omega_d = \emptyset$ and $\Omega_c = \emptyset$ separately.

Let first $\Omega_d = \emptyset$. If $f$ has the form (2.41) and $\Delta$ converges $\Gamma$-weakly to $x$, then for any $y \in \Delta$ we have $\lim_{n \to \infty} <F\Delta_n - Fx, y> = \lim_{n \to \infty} <b(x_n - x), y> = \lim_{n \to \infty} <x_n - x, y> = 0$, hence $F\Delta_n$ converges $\Delta$-weakly to $Fx$.

The proof of the necessity of (a) is less trivial. First, we claim that the function $f$ is equivalent to an affine function on $\delta(D(F))$. If this is not so, we can find two functions $x_1, x_2 \in D(F)$ such that

$$f(s, \frac{1}{2}[x_1(s) + x_2(s)]) - \frac{1}{2}[f(s, x_1(s)) + f(s, x_2(s))] \neq 0 \ (s \in D)$$

(2.42)
on a set $D \subseteq \Omega_c$ of positive measure. By Lemma 2.7, the sequence $\Delta_n = \frac{1+\theta_n(s)}{2}x_1(s) + \frac{1-\theta_n(s)}{2}x_2(s)$ converges $\Gamma$-weakly to the function $z = \frac{1}{2}[x_1 + x_2]$. By hypothesis, $F$ is $(\Gamma, \Delta)$-weakly continuous, and thus the sequence $F\Delta_n$ converges $\Delta$-weakly to the function $Fz = F(\frac{1}{2}[x_1 + x_2])$. On the other hand, again by Lemma 2.7, $F\Delta_n$ converges $\Delta$-weakly to the function $\frac{1}{2}[Fx_1 + Fx_2]$, contradicting (2.42). Consequently, the function $f$ is affine on $\delta(D(F))$. Moreover, the acting condition $F(D(F)) \subseteq Y$ and the $(\Gamma, \Delta)$-weak continuity of $F$ imply that $a \in Y$ and $b \in \Gamma/\Delta \cap Y/X$.

It remains to show that $f$ is a Carathéodory function on $\Omega \times R$. But this is obvious, since $\Gamma$-weak convergence implies pointwise convergence. ⇐

2.6 Lipschitz and Darbo conditions

In many applications, more than just continuity of nonlinear operators is required in order to make use of the basic principles of nonlinear analysis. For instance, a crucial hypothesis in Banach’s contraction mapping principle is the global Lipschitz condition

$$\|Fx_1 - Fx_2\|_Y \leq k\|x_1 - x_2\|_X \ (x_1, x_2 \in X),$$

(2.43)
or the local Lipschitz condition

$$\|Fx_1 - Fx_2\|_Y \leq k(r)\|x_1 - x_2\|_X \ (x_1, x_2 \in B_r(X)).$$

(2.44)

Therefore the problem arises of finding conditions (possibly both necessary and sufficient) for (2.43) or (2.44) in terms of the generating function $f$; this is the purpose of this section. Without loss of generality, we assume that $f$ satisfies a Carathéodory condition.
Theorem 2.11. Suppose that the superposition operator $F$ generated by $f$ acts between two ideal spaces $X$ and $Y$, where $Y$ is perfect. Then the following three conditions are equivalent:

(a) The operator $F$ satisfies the local Lipschitz condition (2.44).

(b) Given any two functions $x_1, x_2 \in B_r(X)$, one can find a function $\xi \in B_{k(r)}(Y/X)$ such that

$$Fx_1(s) - Fx_2(s) = \xi(s)[x_1(s) - x_2(s)].$$

(c) The function $f$ satisfies a local Lipschitz condition

$$|f(s, u) - f(s, v)| \leq g(s, w)|u - v| (|u|, |v| \leq w),$$

where the function $g$ generates a superposition operator $G$ which maps the ball $B_r(X)$ into the ball $B_{k(r)}(Y/X)$.

Rightarrow Let us show that (a) implies (b). To this end, we suppose first that the derivative $\hat{f}(s, u) = \frac{\partial}{\partial u} f(s, u)$ of $f$ with respect to the second argument exists. In this case

$$f(s, u) - f(s, v) = (u - v) \int_0^1 \hat{f}(s, (1 - t)u + tv)dt;$$

to prove (b) it is therefore sufficient to show that the function $\xi(s) = \int_0^1 \hat{f}[s, (1 - t)x_1(s) + tx_2(s)]dt$ belongs to the ball $B_{k(r)}(Y/X)$. Let $z \in B_r(X)$ and $h \in X$ such that $z + th$ belongs to $B_r(X)$ for small $t$. Then the equality $\hat{f}(s, z(s))h(s) = S - \lim_{t \to 0} \left[\frac{1}{t}[f(s, z(s) + th(s)) - f(s, z(s))]\right]$ holds, where $S$-lim denotes the limit taken in measure (i.e. with respect to the metric (1.1)). By assumption (a), we have $\frac{1}{t}\|F(z + th) - Fz\|_Y \leq k(r)\|h\|_X$ if we denote by $\hat{F}$ the superposition operator generated by $\hat{f}$, we get, since $Y$ is perfect, that

$$\|(\hat{F}z)h\|_Y \leq \lim_{t \to 0} \frac{1}{t}\|F(z + th) - Fz\|_Y \leq k(r)\|h\|_X.$$

This means, by definition of the norm (2.40), that $\hat{F}z$ belongs to the ball $B_{k(r)}(Y/X)$. From the definition of $\xi$ and the perfectness of $Y/X$ it follows that

$$\|\xi\|_{Y/X} \leq \int_0^1 \|\hat{F}((1 - t)x_1 + tx_2)\|_{Y/X}dt \leq k(r),$$

as claimed.

To prove (b) in the general case, we associate to $f$ a sequence of functions

$$f_n(s, u) = \int_0^1 f[s, u + \frac{t}{n}u_0(s)]dt,$$

where $u_0$ is an arbitrary unit in $X$. The relation

$$f_n(s, u) = nu_0(s)^{-1} \int_u^{u + u_0(s)/n} f(s, v)dv$$

shows that $f_n$ is differentiable with respect to the second argument, and its derivative $\hat{f}_n(s, u) = \frac{\partial}{\partial u} f_n(s, u)$ satisfies $\hat{f}_n(s, u) = nu_0(s)^{-1}[f(s, u + u_0(s)/n) - f(s, u)]$. Moreover,
the superposition operators $F_n$ generated by $f_n$ also satisfy the Lipschitz condition (a) since
\[ \|F_n x_1 - F_n x_2\|_Y \leq \int_0^1 \|F(x_1 + \frac{t}{n} u_0) - F(x_2 + \frac{t}{n} u_0)\|_Y dt \leq k(r) \int_0^1 \|x_1 - x_2\|_X dt = k(r)\|x_1 - x_2\|_X \]

In virtue of the first part we know that, for any $x_1, x_2 \in B_r(X)$, the functions $\xi_n(s) = [x_1(s) - x_2(s)]^{-1}[F_n x_1(s) - F_n x_2(s)]$ belong to $B_k(r)(Y/X)$. But (2.44) shows that $\xi(s) = [x_1(s) - x_2(s)]^{-1}[F x_1(s) - F x_2(s)] = S \lim_{n \to \infty} \xi_n(s)$; since $Y/X$ is perfect, the function $\xi$ belongs to the ball $B_k(r)(Y/X)$, and thus (b) holds also in the general case.

Now we show that (b) implies (c). Let
\[ g(s, w) = \sup_{u \neq v} (u - v)^{-1}(f(s, u) - f(s, v)); \]

it is not difficult to see that the function $g$ generates a superposition operator $G$ from $X$ into $S$. By Sainte-Beuve’s selection theorem, for each $w \in B_r(X)$ we can find functions $u, v \in S$ such that $|u| \leq w, |v| \leq w$, and $g(s, w(s)) = [u(s) - v(s)]^{-1}[F u(s) - F v(s)]$. But this means that $u$ and $v$ belong to the ball $B_r(X)$, and hence $G w$ belongs to the ball $B_k(r)(Y/X)$. The fact that (c) implies (a) is obvious (even without the perfectness assumption on $Y$).

Observe that there seems to be a slight technical flaw in the proof of Theorem 2.11: in the definition of the operators $F_n$, we considered the functions $x + \frac{t}{n} u_0$ which do not belong any more to the ball $B_r(X)$ if $\|x\| = r$. Nevertheless, we have $x + \frac{t}{n} u_0 \in B_r(X)$ whenever we choose $x$ in the interior of $B_r(X)$, and this can always be done without loss of generality, since the Lipschitz condition (2.44) obviously does not change when passing from an open set to its closure.

Theorem 2.11 has some important consequences: for example, the "size" of the class of Lipschitz-continuous superposition operators $F$ between two ideal spaces $X$ and $Y$ heavily depends on the relation of $X$ and $Y$, rather than on the structure of the generating function $f$. To state this more precisely, we introduce an auxiliary notion. Let us say that two ideal spaces $(X, Y)$ form a $V$-pair (a $V_0$-pair, respectively) if $\Omega_\theta = \emptyset$, $X$ is quasi-regular, and there exist two positive functions $u_0 \in X^0$ and $v_0 \in Y$ such that $\|P_D u_0\|_X\|P_D v_0\|_Y = O(\mu(D))$, $(\|P_D u_0\|_X\|P_D v_0\|_Y = o(\mu(D))$ respectively) as $\mu(D) \to 0$. The following lemma exhibits a close relation between the fact that $(X, Y)$ is a $V$-pair (or $V_0$-pair) and the "degeneracy" of the multiplicator space $Y/X$:

**Lemma 2.8.** If $(X, Y)$ is a $V$-pair, then $(Y/X)^0 = \{\emptyset\}$ if $(X, Y)$ is a $V_0$-pair, then $Y/X = \{\emptyset\}$.

⇒ If $(X, Y)$ is a $V$-pair and $z \in (Y/X)^0$ is a non-zero function, we can find a $\gamma > 0$ such that $z(s) u_0(s) v_0(s) \geq \gamma$ on a subset $D_0 \subseteq X$ of positive measure. Then, for any $D \subseteq D_0$, we have $\mu(D) \leq \langle z P_D z u_0, P_D v_0 \rangle \leq \|P_D z P_D u_0\|_Y\|P_D v_0\|_Y \leq \|P_D z\|_{Y/X}\|P_D u_0\|_X\|P_D v_0\|_Y = o(\mu(D))$ as $\mu(D) \to 0$, a contradiction.

Similarly, if $(X, Y)$ is a $V_0$-pair and $z \in Y/X$ is a non-zero function, we have with $\gamma, D_0$ and $D$ as above, that $\gamma \mu(D) \leq \langle z P_D u_0, P_D v_0 \rangle \leq \|P_D z P_D u_0\|_Y\|P_D v_0\|_Y \leq \|z\|_{Y/X}\|P_D u_0\|_X\|P_D v_0\|_Y = o(\mu(D))$, the same contradiction. ⇐
Combining Lemma 2.8 and Theorem 2.11, we get the following:

**Theorem 2.12.** Let \( X \) and \( Y \) be two ideal spaces, with \( Y \) being perfect, and suppose that \((X,Y)\) is a \( V_0 \)-pair. Let \( f \) be a slip-measurable function, and let \( F \) be the superposition operator generated by \( f \) between \( X \) and \( Y \).

Then \( F \) satisfies the Lipschitz condition (2.43) if and only if

\[
(f(s,u) \simeq a(s)
\]

for some \( a \in Y \), i.e. \( F \) is constant.

Theorems 2.11 and 2.12 give a complete characterization of Lipschitz continuous superposition operators between ideal spaces. Apart from the contraction mapping principle, there are other fixed-point theorems which require special properties of the nonlinear operators involved. A classical example is Schauder’s fixed-point principle. Unfortunately, Theorem 2.5 shows that Schauder’s theorem does not apply, in general, to nonlinear problems involving superposition operators in ideal spaces. A more general fixed-point principle which has found many applications, is the Darbo-Sadovskij principle, which essentially uses the global Darbo condition

\[
\alpha(FN) \leq k\alpha(N) \quad (N \subset X \text{ bounded}), \quad (2.49)
\]

or the local Darbo condition

\[
\alpha(FN) \leq k(r)\alpha(N) \quad (N \subset B_r(X)), \quad (2.50)
\]

where \( \alpha \) is the Hausdorff measure of noncompactness (2.32). It is clear that the Lipschitz condition (2.44) is sufficient for (2.50) if the operator \( F \) is defined on the whole space; in fact, if \( \{z_1, \ldots, z_m\} \) is a finite \( \varepsilon \)-net for \( N \subset B_r(X) \), then \( \{Fz_1, \ldots, Fz_m\} \) is a finite \( k(r)\varepsilon \)-net for \( FN \subset FB_r(X) \). The question arises whether (2.44) is also necessary for (2.50). It is evident that, in general, (2.50) does not imply (2.44) if the measure \( \mu \) has atoms in \( \Omega \); therefore we shall assume in the sequel that \( \mu \) is atomic-free on \( \Omega \), i.e. \( \Omega_d = \emptyset \).

Surprisingly enough, it turns out that (2.44) and (2.50) are in fact equivalent in many ideal spaces. The proof of this relies on the construction of special sets which provide a simple connection between the norm and the measure of noncompactness. Given an ideal space \( X \) and two fixed functions \( x_1, x_2 \in X \), consider the random interval

\[
R[x_1, x_2] = \{P_D x_1 + P_{\Omega \setminus D} x_2 : D \in \mathcal{M}\}, \quad (2.51)
\]

where \( P_D \) is, as usual, the multiplication operator (1.3). Obviously, \( \alpha(R[x_1, x_2]) \leq \frac{1}{2}\|x_1 - x_2\|_X \) since the singleton \( \{\frac{1}{2}(x_1 + x_2)\} \) is a finite \( \frac{1}{2}\|x_1 - x_2\|_X \)-net for \( R[x_1, x_2] \) in \( X \). We shall call an ideal space \( X \) \( \alpha \)-nondegenerate if for any \( x_1, x_2 \in X \) the equality \( \alpha(R[x_1, x_2]) = \frac{1}{2}\|x_1 - x_2\|_X \) holds.

**Theorem 2.13.** Suppose that the superposition operator \( F \) generated by \( f \) acts between two ideal spaces \( X \) and \( Y \), where \( Y \) is \( \alpha \)-nondegenerate.

Then the following two conditions are equivalent:

(a) The operator \( F \) satisfies the local Lipschitz condition (2.44).

(b) The operator \( F \) satisfies the local Darbo condition (2.50).
The proof is almost obvious: if $F$ does not satisfy (2.44), then $$\|Fx_1 - Fx_2\|_Y > k(r)\|x_1 - x_2\|_X$$ for some $x_1, x_2 \in B_r(X)$. Let $N = R[x_1, x_2]$. By the disjoint additivity of the superposition operator (see Lemma 1.1) we have $FN = FR[x_1, x_2] = R[Fx_1, Fx_2]$. Since $Y$ is $\alpha$-nondegenerate, we get in addition that $\alpha(R[Fx_1, Fx_2]) = \frac{1}{2}\|Fx_1 - Fx_2\|_Y > \frac{1}{2}k(r)\|x_1 - x_2\|_X \geq k(r)\alpha(R[x_1, x_2]) = k(r)\alpha(N)$ contradicting (2.50).

We remark that one can prove a slight generalization of Theorem 2.13, which states that $\alpha(FN) \leq \phi(\alpha(N))$ for some convex function $\phi$ if and only if $$\|Fx_1 - Fx_2\|_Y \leq 2\phi(\frac{1}{2}\|x_1 - x_2\|_X).$$

Obviously, the problem now arises to give a precise characterisation of all ideal spaces which are $\alpha$-nondegenerate. A complete answer to this problem seems impossible. Nevertheless, we can describe a large class of $\alpha$-nondegenerate spaces which contains most ideal spaces arising in applications.

We call an almost perfect ideal space $X$ average-stable if the averaging operator

$$P_\omega x(s) = \sum_{n=1}^{\infty} \left\{ \frac{1}{\mu(D_n)} \int_{D_n} x(s) ds \right\} \chi_{D_n}(s)$$

(2.52)

associated to some finite or countable partition $\omega = \{D_1, D_2, \ldots \}$ of $\Omega$, acts from $X$ into the second associate space $\tilde{X}$ and has norm 1. Several examples of average-stable spaces will be given in the following chapters (see e.g. Section 5.1).

**Lemma 2.9.** Every average-stable ideal space whose underlying measure is atomic-free is $\alpha$-nondegenerate.

⇒ Obviously, it suffices to consider the case $x_2 = -x_1 = u_0$, since one can always pass from $R[x_1, x_2]$ to $R[-u_0, u_0]$ by putting $u_0 = \frac{1}{2}(\max\{x_1, x_2\} - \min\{x_1, x_2\})$. Thus, let $\{z_1, \ldots, z_m\}$ be some finite $\varepsilon$-net for $R[-u_0, u_0]$ in $X$ we have to show that $\varepsilon \geq \|u_0\|$. Without loss of generality, we may suppose that all functions $u_0, z_1, \ldots, z_m$ are of the form

$$u_0 = \sum_{n=1}^{\infty} c_n \chi_{D_n}, \quad z_k = \sum_{n=1}^{\infty} d_{k,n} \chi_{D_n} \quad (k = 1, \ldots, m),$$

(2.53)

where $\omega = \{D_1, D_2, \ldots \}$ is some partition of $\Omega$, since the set of all such functions is dense in $X$. By hypothesis, the measure $\mu$ is atomic-free, hence we can divide each $D_n$ into two subsets $A_n$ and $B_n$ of equal measure. Then $x_* = \sum_{n=1}^{\infty} c_n (\chi_{A_n} - \chi_{B_n})$ belongs to $R[-u_0, u_0]$ hence $\|z_k - x_*\| \leq \varepsilon$ for some $k$. On the one hand,

$$|z_k - x_*| = \sum_{n=1}^{\infty} \left[ |d_{k,n} - c_n| \chi_{A_n} + |d_{k,n} + c_n| \chi_{B_n} \right],$$

and, on the other,

$$P_\omega(|z_k - x_*|) = \frac{1}{2} \sum_{n=1}^{\infty} \left[ |d_{k,n} - c_n| + |d_{k,n} + c_n| \right] \chi_{D_n}.$$
where \( P_\omega \) is the operator (2.52). But both functions \( |z_k - x_*| \) and \( P_\omega(|z_k - x_*|) \) belong to \( X \) (since no \( u_0 \in X \) and \( z_k \in X \)), and hence
\[
\varepsilon \geq \|z_k - x_*\| \geq \|P_\omega(z_k - x_*)\| = \\
\frac{1}{2} \left[ \sum_{n=1}^{\infty} \|d_{k,n} - c_n\| + \|d_{k,n} + c_n\| \right] \chi_{D_n} \geq \|\sum_{n=1}^{\infty} c_n \chi_{D_n}\| = \|u_0\|
\]
as claimed. \( \Leftarrow \)

2.7 Differentiability conditions

Recall that on operator \( F \) between two normed spaces \( X \) and \( Y \) is called (Frechet-) differentiable at an interior point \( x \) of \( D(F) \) if the increment \( F(x + h) - Fx \) can be represented in the form
\[
F(x + h) - Fx = Ah + \omega(h)
\]
where \( A \) is a continuous linear operator from \( X \) into \( Y \), and \( \omega \) satisfies
\[
\lim_{\|h\| \to 0} \frac{\|\omega(h)\|}{\|h\|} = 0
\]
The linear operator \( A \) is called the (Frechet) derivative \( F'(x) \) of \( F \); and the value \( F'(X)h \) of \( F'(X) \) at \( h \) the (Frechet) differential of \( F \) at \( x \) along \( h \); the formula
\[
F'(x)h = \lim_{t \to 0} \frac{F(x + th) - Fx}{t} \quad (h \in X)
\]
holds.

Now, let \( X \) and \( Y \) be two ideal spaces, and \( F \) the superposition operator generated by some sup-measurable function \( f \). Then the local determination of \( F \) (see Lemma 1.1) and (2.54) imply the local determination of \( F'(x) \), this simple observation allows us to give the explicit form of the derivative \( F'(x) \) of \( F \) (if it exists!).

Let \( u \) be some positive function in \( X \), and let \( a_u(s) = u(s)^{-1}Au(s) \). Since the operator \( A = F'(x) \) is locally determined, we have \( Ah(s) = a_u(s)h(s) \) for any function \( h \) of the form \( h = zu \) with \( z \in S_0 \) (the space of simple functions over \( \Omega \), see (1.4)). Since \( A \) is continuous from \( X \) into \( Y \), and the multiplication operator is continuous in the space \( S \), the equality \( Ah = a_u h \) holds also on the closure \( X_u \) of the set of all \( h = zu \), with \( z \in S_0 \).

Now let \( u_1 \) be another positive function in \( X \) with \( u_1 \leq u \). Then \( u_1 \in X_u \) and thus \( Au_1(s) = a_u(s)u_1(s) \), hence \( a_{u_1}(s) = a_u(s) \). Further, if \( u_1 \) and \( u_2 \) are two arbitrary positive functions in \( X \), for \( u = u_1 + u_2 \) we have \( a_{u_1}(s) = a_u(s) = a_{u_2}(s) \). In other words, the function \( a_u \) does not depend on \( u \). Since the whole space \( X \) can be represented as union over all sets \( X_u \), the derivative \( A = F'(x) \) (if it exists, of course) has necessarily the form
\[
F'(x)h(s) = a(s)h(s),
\]
i.e. \( F'(x) \) is always a multiplication operator by some measurable function. More precisely, (2.54) shows also that
\[
a(s) = \frac{1}{u} \lim_{u \to 0} [f(s, x(s) + u) - f(s, x(s))].
\]
By Theorem 1.3, the \( S\)-limit in (2.56) can be replaced by the usual limit for almost all \( s \in \Omega \), if \( f \) is a Shragin function (a fortiori, if \( f \) is a Caratheodory function).

Consider the function

\[
g(s, u) = \begin{cases} \frac{1}{u}[f(s, x(s) - u) + f(s, x(s))] & \text{if } u \neq 0, \\ a(s) & \text{if } u = 0; \end{cases}
\] (2.57)

this is obviously a sup-measurable function (respectively, a Shragin function) if \( f \) is a sup-measurable function (respectively, a Shragin function). The corresponding superposition operator \( G(h(s) = g(s, h(s)) \) allows us to formulate a sufficient differentiability condition for \( F \). In fact, since \( F(x + h) - Fx - (G\theta)h = (Gh - G\theta)h \), the operator \( F \) is differentiable at \( x \) if the operator \( G \) is continuous between \( X \) and \( Y/X \) at \( \theta \). For further reference, we summarize with the following:

**Theorem 2.14.** Let \( X \) and \( Y \) be two ideal spaces, and let \( f \) be a sup-measurable function. Suppose that the superposition operator \( F \) generated by \( f \) is differentiable at \( x \in X \), considered as an operator between \( X \) and \( Y \).

Then the derivative \( F'(x) \) has the form (2.55), where the function \( a \) given by (2.56) belongs to the multiplicator space \( Y/X \). Moreover, the function \( g \) given by (2.57) is sup-measurable (and even a Shragin function if \( f \) is so).

Conversely, if \( x \in X \), \( Fx \in Y \), and the superposition operator \( G \) generated by the function \( g \) acts between \( X \) and \( Y/X \) and is continuous at \( \theta \), then \( F \) is differentiable at \( x \), and formula (2.55) holds.

Observe that the first part of Theorem 2.14 gives only a necessary differentiability condition, while the second part gives only a sufficient condition (an example which shows that this latter condition is not necessary will be given in Section 3.7). Conditions which are both necessary and sufficient can be obtained only for special ideal spaces (see e.g. Theorem 3.13 and Theorem 4.12). However, the general statement of Theorem 2.14 suffices for most applications.

Now we give a "degeneracy" result for superposition operators which plays the same role for differentiability as Theorem 2.12 plays for Lipschitz continuity.

**Theorem 2.15.** Let \( X \) and \( Y \) be two ideal spaces, and suppose that \( (X, Y) \) is a \( V \)-pair. Let \( f \) be a sup-measurable function, and assume that the superposition operator \( F \) generated by \( f \) is differentiable between \( X \) and \( Y \) at some point \( x \in X \). Then the function \( f \) satisfies

\[
f(s, u) \simeq a(s) + b(s)u
\] (2.58)

(i.e. is sup-equivalent to an affine function in \( u \)), where \( a \in Y \) and \( b \in Y/X \). Moreover, if \( (X, Y) \) is a \( V_0 \)-pair, then \( f \) even satisfies (2.48), i.e. \( F \) is constant. Finally, if \( f \) is a Caratheodory function, (2.58) may be replaced by

\[
f(s, u) = a(s) + b(s)u
\] (2.59)

⇒ We may assume that \( f \) is a Caratheodory function and that \( F \) is defined on some ball \( B_\delta(X) \) for small \( \delta > 0 \). Moreover, by (2.55) and (2.56), we may suppose without loss of generality that \( x = \theta \), \( F\theta = \theta \), and \( F'(\theta) = \theta \), hence

\[
\lim_{\|h\| \to 0} \frac{\|Fh\|}{\|h\|} = 0
\] (2.60)
To prove the assertion we must show that $F$ is identically zero. Choose $u_0 \in X^O$ and $v_0 \in \tilde{Y}$ as in the definition of a $V$-pair. It suffices to show that $F$ vanishes on the set $N$ of all functions $h \in X$ for which $|h| \leq \lambda u_0$ for some $\lambda > 0$, since any $h \in X$ differs from such a function only on a set of arbitrarily small $\lambda$-measure. Given $h \in N$, we have $\|P_D h\|_X \leq \delta$ for small $\lambda(D)$ (recall that $X$ is quasi-regular), hence $FP_D h$ is defined. Moreover, (2.60) implies that

$$< FP_D h, P_D v_0 > \leq \|FP_D h\|_Y \|P_D v_0\|_Y =$$

$$= o(\|P_D h\|_X) \|P_D v_0\|_Y = o(\|P_D u_0\|_X) \|P_D v_0\|_Y =$$

$$= o(\mu(D)) (\mu(D) \to 0).$$

Letting $\mu(D)$ tend to zero, we get $Fh = \theta$ as claimed. The last statement follows trivially from Lemma 2.8. $\Leftarrow$

Theorem 2.15 enables us to study the differentiability of the superposition operator $F$ at single points. Now we shall be concerned with the case when $F$ is continuously differentiable on some open subset $O$ of $X$.

**Theorem 2.16.** Let $X$ and $Y$ be two ideal spaces, and suppose that both the functions $f$ and the function $\hat{f}(s,u) = \frac{\partial}{\partial u} f(s,u)$ are Carathéodory functions. Assume that the superposition operator $F$ generated by $f$ maps some open set $O \subset X$ into $Y$. Then $F$, considered as an operator between $X$ and $Y$, is continuously differentiable on $O$ if and only if the superposition operator $F$ generated by $f$ and considered as an operator between $X$ and $Y/X$, is continuous on $O$. In this case, the equality

$$F'(x)h = \hat{F}(x)h \ (x \in O, h \in X)$$

holds.

$\Rightarrow$ Suppose first that $\hat{F}$ is continuous on $O$. For any $h \in X$ we can find a measurable function $\vartheta$ such that $0 \leq \vartheta(s) \leq 1$ almost everywhere on $\Omega$ and $f[s, x(s) + h(s)] - f(s, x(s)) - \hat{f}(s, x(s))h(s) = [f(s, x(s)) + \vartheta(s)h(s)] - \hat{f}(s, x(s))h(s)$. This implies that $|F(x+h) - Fx - \hat{F}(x)h| \leq \|\hat{F}(x + \vartheta h) - \hat{F}x\|_Y \|h\|$ and hence, by the continuity of $\hat{F}$ at $x$, $|F(x+h) - Fx - \hat{F}(x)h| = o(\|h\|)$. This shows that $F$ is differentiable at $x$ with (2.61).

Conversely, if $F$ is differentiable at each point $x \in O$, its derivative $F'(x)$ has the form $F'(x)h(s) = a(s)h(s)$, where, by Theorem 2.14, the function $a$ is given by (2.56).

The existence of the partial derivative $f$ implies that $a(s) = \hat{f}(s, x(s))$. Thus, from Theorem 2.14 it follows that the corresponding superposition operator $F$ maps $O$ into the multiplicator space $Y/X$. The continuity of $F$ follows from the fact that any multiplication operator by some function $a$, considered as operator from $X$ into $Y$, has operator norm $\|a\|_{Y/X}$. $\Leftarrow$

We conclude with another result which also follows quite easily from Theorem 2.14. This result enables us to establish the differentiability of the superposition operator on a dense subset of $X$.

**Theorem 2.17.** Let $X$ and $Y$ be two ideal spaces, and suppose that both $f$ and the partial derivative $\hat{f}(s,u) = \frac{\partial}{\partial u} f(s,u)$ are Carathéodory functions. Assume that the
operator $F$ generated by $f$ maps some set $N \subseteq X$ into $Y$. Moreover, suppose that the superposition operator $G(x, h)(s) = g(s, x(s), h(s))$ defined by the function

$$g(s, u, v) = \begin{cases} \frac{1}{v}[f(s, u + v) - f(s, u)] & \text{if } v \neq 0, \\ \hat{f}(s, u) & \text{if } v = 0, \end{cases} \quad (2.62)$$

has the property that, for $x \in N$, the operator $G(x, \cdot)$ is continuous between $X$ and $Y/X$ at $\theta$. Then the operator $F$ is defined on some neighbourhood $O$ of $N$, is differentiable at every point $x \in N$, and satisfies (2.61) for $x \in N$ and $h \in X$.

A notion which is related to differentiability of an operator is that of asymptotic linearity. Recall that an operator $F$ between two normed spaces $X$ and $Y$ is called asymptotically linear (or differentiable at infinity) if $F$ can be represented, for sufficiently large $x$, in the form

$$Fx = Ax + \omega(x),$$

where $A$ is a continuous linear operator from $X$ into $Y$, and $\omega$ satisfies

$$\lim_{\|x\| \to \infty} \frac{\|\omega(x)\|}{\|x\|} = 0.$$

The linear operator $A$ is called the asymptotic derivative $F'(\infty)$ of $F$; the formula

$$F'(\infty)h = \lim_{t \to \infty} \frac{1}{t}F(th) \quad (h \in X) \quad (2.63)$$

holds.

If $X$ and $Y$ are two ideal spaces and $F$ is the superposition operator generated by some sup-measurable function $f$, the asymptotic linearity of $F$ can be analyzed by an analogous reasoning as above for the differentiability at "finite points". In particular, an analogue of Theorem 2.14 is the following:

**Theorem 2.18.** Let $X$ and $Y$ be two ideal spaces, and let $f$ be a sup-measurable function. Suppose that the superposition operator $F$ generated by $f$ is asymptotically linear, considered as an operator between $X$ and $Y$. Then the asymptotic derivative $F'(\infty)$ has the form

$$F'(\infty)h(s) = a_\infty(s)h(s), \quad (2.64)$$

where the function

$$a_\infty(s) = S - \lim_{u \to \infty} \frac{1}{u}f(s, u) \quad (2.65)$$

belongs to the multiplicator space $Y/X$. Conversely, if the function (2.65) belongs to $Y/X$, and if there exists a function $b \in Y/X$ with the property that for each $\varepsilon > 0$ one can find a function $a_\varepsilon \in Y$ such that

$$|f(s, u) - a_\infty(s)u| \leq a_\varepsilon(s) + \varepsilon b(s)|u|, \quad (2.66)$$

then $F$ is asymptotically linear between $X$ and $Y$, and its asymptotic derivative is given by (2.64).

⇒ The proof of the first part is almost literally the same as that of Theorem 2.14, and therefore we do not present it. For proving the second part, we remark that
(2.66) implies that \( \|Fx - Ax\|_Y \leq \|a_\varepsilon\|_Y + \varepsilon\|b\|_{Y/X}\|x\|_X \), where \( Ah(s) = a_\infty(s)h(s) \), hence \( \lim_{\|x\| \to \infty} \|x\|^{-1}\|Fx - Ax\| \leq \varepsilon\|b\| \). This shows that \( F \) is asymptotically linear with \( F'(\infty) = A \). \( \Leftarrow \)

2.8 Higher derivatives and analyticity

There are several ways to define higher derivatives for nonlinear operators; one of the most useful definitions is usually referred to as Frechet-Taylor derivative. An operator \( F \) between two Banach spaces \( X \) and \( Y \) is called \( n \)-times (Frechet-Taylor) differentiable at an interior point \( x \) of \( \mathcal{D}(F) \) if the increment \( F(x + h)^{-}Fx \) can be represented in the form

\[
F(x + h)^{-}Fx = \sum_{k=1}^{n} A_k h^k + \omega(h),
\]

where \( A_k (k = 1, \ldots, n) \) is a continuous \( k \)-form (i.e. \( A_k h^k = \tilde{A}_k(h, \ldots, h) \), where \( \tilde{A}_k \) is multilinear from \( X \times \cdots \times X \) into \( Y \)), and \( \omega \) satisfies

\[
\lim_{\|h\| \to 0} \frac{\|\omega(h)\|}{\|h\|^n} = 0.
\]

The operators \( k!A_k (k = 1, \ldots, n) \) are called the \( k \)-th (Frechet-Taylor) derivatives \( F^{(k)}(x) \) of \( F \) at \( x \).

Existence conditions for higher derivatives of the superposition operator \( F \) between two ideal spaces \( X \) and \( Y \) can be found by similar methods as those developed in the previous section.

We say that two ideal spaces \( (X, Y) \) form a \( V^n \)-pair (a \( V_0^n \)-pair, respectively) if \( \Omega_d = \emptyset \), \( X \) is quasi-regular, and there exist two positive functions \( u_0 \in X^0 \) and \( v_0 \in \bar{Y} \) such that \( \|P_D u_0\|_X \|P_D v_0\|_{\bar{Y}} = O(\mu(D)) \) (\( \|P_D u_0\|_X \|P_D v_0\|_{\bar{Y}} = o(\mu(D)) \), respectively) as \( \mu(D) \to 0 \).

Given two ideal spaces \( X \) and \( Y \), we denote by \( Y/X^n \) the set of all functions \( z \in S \) with the property that, for any \( x \in X \), the product \( x^n z \) belongs to the space \( Y \). Equipped with the natural norm

\[
\|z\|_{Y/X^n} = \sup\{\|x^n z\|_Y : \|x\|_X \leq 1\}, \quad (2.67)
\]

\( Y/X^n \) becomes an ideal space, the \( n \)-th multiplicator space of \( X \) with respect to \( Y \); for \( n = 1 \) we get the usual multiplicator space \( Y/X \) (see (2.40)), for \( n = 0 \) the space \( Y \) itself.

The higher multiplicator spaces \( Y/X^n \) have an important interpolation property which we state as follows:

**Lemma 2.10.** Let \( X \) and \( Y \) be two ideal spaces and \( 0 \leq m < k < n \). Then for \( x_0 \in Y/X^m \) and \( x_1 \in Y/X^n \) the inequality

\[
\|x_0\|_{m-k}^{n-k} \|x_1\|_{n-m}^{k-m} \leq \|x_0\|_{n-m} \|x_1\|_{k-m} \quad (2.68)
\]

holds.
\[ \Rightarrow \text{Fix } h \in X \text{ with } ||h|| \leq 1. \text{ By the classical Hölder inequality } uv \leq \frac{1}{p}u^p + \frac{1}{q}v^q \left( \frac{1}{p} + \frac{1}{q} = 1 \right) \text{ applied to } u = t|x_0(s)|^{\frac{a_k}{n-m}}|h^m(s)|^{\frac{a_k}{n-m}}, v = t^{-1}|x_1(s)|^{\frac{k-m}{n-m}}|h^n(s)|^{\frac{k-m}{n-m}}, \text{ and } p = \frac{n-m}{n-k}, q = \frac{n-m}{k-m}, \text{ we get} \]

\[
|x_0(s)^{\frac{n-k}{n-m}}x_1(s)^{\frac{k-m}{n-m}}h^k| \leq \frac{n-k}{n-m}t^{\frac{n-k}{n-m}}|x_0||h^m| + \frac{k-m}{n-m}t^{\frac{k-m}{n-m}}|x_1||h^n|
\]

Since \( Y \) is an ideal space, this implies that

\[
||x_0(s)^{\frac{n-k}{n-m}}x_1(s)^{\frac{k-m}{n-m}}h|| \leq \frac{n-k}{n-m}t^{\frac{n-k}{n-m}}||x_0||h^m|| + \frac{k-m}{n-m}t^{\frac{k-m}{n-m}}||x_1||h^n||
\]

Passing in this inequality to the infimum with respect to \( t > 0 \), we obtain (2.68), since \( h \in B_1(X) \) is arbitrary. \( \Leftarrow \)

Lemma 2.10 implies, in particular, the following: if \( Y/X^k = \{\theta\} \) for some \( k \), then also \( Y/X^n = \{\theta\} \) for all \( n > k \). In fact, if \( x_0 \) is a unit in \( Y \) and \( x_1 \) is an arbitrary function in \( Y/X^n \) we get, applying (2.68) with \( m = 0 \), that \( |x_0|^{1-k/n}|x_1|^{k/n} \in Y/X^k \), and hence \( x_1 = \theta \), since \( x_0 \) is different from zero almost everywhere.

We remark that a similar relation holds for higher multiplicator spaces \( Y/X^n \) and \( V^n \)-pairs to that established in Lemma 2.8. Now we state some results on higher derivatives of the superposition operator. Since the proofs are completely parallel to those of the corresponding theorems for the first derivative, we shall drop them.

**Theorem 2.19.** Let \( X \) and \( Y \) be two ideal spaces, and let \( f \) be a sup-measurable function. Suppose that the superposition operator \( F \) generated by \( f \) is \( n \)-times differentiable at \( x \in X \), considered as an operator between \( X \) and \( Y \). Then the derivative \( F^{(k)}(x) \) \((k = 1, \ldots, n)\) has the form

\[
F^{(k)}(x)h^k = a_k(s)h(s)^k \quad (h \in X)
\]

where the function

\[
a_k(s) = S - \lim_{u \to 0} \frac{1}{u^k} \left[ f(s, x(s) + u) - f(s, x(s)) - \sum_{j=1}^{k-1} a_j(s) \frac{u^j}{j!} \right]
\]

belongs to the multiplicator space \( Y/X^k \). Moreover, the function

\[
g_n(s, u) = \begin{cases} \frac{1}{u^n} [f(s, x(s) + u) - f(s, x(s)) - \sum_{k=1}^{n} a_k(s) \frac{u^k}{k!}] & \text{if } u \neq 0, \\ 0 & \text{if } u = 0 \end{cases}
\]

is sup-measurable (and even a Shragin function if \( f \) is so).

Conversely, if \( x \in X \), \( Fx \in Y \), and the superposition operator \( G_n \) generated by the function \( g_n \) acts between \( X \) and \( Y/X^n \) and is continuous at \( \theta \), then \( F \) is \( n \) times differentiable at \( x \), and formula (2.69) holds.

**Theorem 2.20.** Let \( X \) and \( Y \) be two ideal spaces, and suppose that \( (X, Y) \) is a \( V^n \)-pair. Let \( f \) be a sup-measurable function, and assume that the superposition operator \( F \) generated by \( f \) is \( n \) times differentiable between \( X \) and \( Y \) at some point \( x \in X \). Then the function \( f \) satisfies

\[
f(s, u) \simeq a_0(s) + a_1(s)u + \cdots + \frac{a_n(s)}{n!}u^n
\]
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(i.e. is sup-equivalent to a polynomial in \( u \)), where \( a_k \in Y/X^k \) \((k = 0, 1, \ldots, n)\).

**Theorem 2.21.** Let \( X \) and \( Y \) be two ideal spaces, and suppose that the function \( f \) and all functions \( \hat{f}_k(s, u) = \frac{\partial^k f(s, u)}{\partial u^k} \) \((k = 1, \ldots, n)\) are Caratheodory functions. Assume that the superposition operator \( F \) generated by \( f \) maps some open set \( O \subset X \) into \( Y \). Then \( F \), considered as an operator between \( X \) and \( Y \), is \( n \) times continuously differentiable on \( O \) if and only if all superposition operators \( \hat{F}_k \) generated by \( \hat{f}_k \) and considered as operators between \( X \) and \( Y/X^k \) \((k = 1, \ldots, n)\) are continuous on \( O \). In this case, the equality \( F^{(k)}(x)h^k(s) = \hat{F}_k(x)h(s)^k \) \((x \in O, h \in X)\) holds.

In view of several applications in nonlinear analysis, it is desirable to have analyticity conditions for the superposition operator at hand.

Recall that an operator \( F \) between two Banach spaces \( X \) and \( Y \) is called analytic at an interior point \( x \) of \( D(F) \) if the increment \( F(x + h) - Fx \) can be represented as convergent series

\[
F(x + h) - Fx = \sum_{k=1}^{\infty} A_k h^k
\]

for sufficiently small \( \|h\| \), where \( A_k \) \((k = 1, 2, \ldots)\) is a continuous \( k \)-form. The series \((2.72)\) converges uniformly on some ball \( B_{\rho}(X) \), the supremum \( \rho_a \) of all such \( \rho \) is called the radius of uniform convergence of \((2.72)\) and can be calculated by the formula

\[
\rho_a = \left[ \lim_{k \to \infty} \sup_{\|h\| \leq 1} \|A_k h^k\|^{1/k} \right]^{-1}
\]

Moreover, the series \((2.72)\) converges absolutely on the star-shaped domain \( S_a = \{h : \rho_a(h) \leq 1\} \), where

\[
\rho_a(h) = \left[ \lim_{k \to \infty} \|A_k h^k\|^{1/k} \right]^{-1}
\]

in particular, absolute convergence holds inside the ball \( B_{\rho_a}(X) \), where

\[
\rho_a = \inf\{\rho_a(h) : \|h\| \leq 1\}.
\]

We remark that these radii are related by the estimates \( 0 < \rho_a \leq \rho_s \leq \infty \), where strict inequality may occur.

A very striking result in the theory of analytic superposition operators in ideal spaces is the fact that an analytic superposition operator which is defined on some \( \Delta_2 \)-space (see Section 2.3) necessarily reduces to a polynomial:

**Theorem 2.22.** Let \( X \) and \( Y \) be two ideal spaces, and suppose that \( \Omega_d = \emptyset \) and \( X \in \Delta_2 \). Let \( f \) be a sup-measurable function, and suppose that the superposition operator \( F \), generated by \( f \) and considered as an operator between \( X \) and \( Y \), is analytic in a neighbourhood of some point \( x \in X \). Then \( F \) is a polynomial operator on \( X \).

⇒ Without loss of generality, we may assume that \( F\theta = \theta \) and that \( F \) is bounded and analytic on some ball \( B_r(X) \). By Lemma 2.1, \( F \) is then also defined on the set \( \Sigma(B_r(X)) \) (see \((2.10)\)), and this set coincides with the whole space since \( X \in \Delta_2 \). Moreover, we have, by the definition \((2.15)\) of the split functional \( H \), that \( \|Fx\| \leq m(1 + H(x)) \) for all \( x \in X \). By Lemma 2.3, the operator \( F \) has at most polynomial
growth. On the other hand, again by the definition of $\Sigma(B_r(X))$, $F$ is analytic on the whole space $X$. By Liouville’s theorem, any analytic operator of polynomial growth at infinity is a polynomial, and so we are done. $\Leftarrow$

The hypothesis $X \in \Delta_2$ is sufficient to produce the "degeneracy" of analytic superposition operators on $X$, but not necessary. More generally, a similar degeneration occurs if the multiplicator space $Y/X^n$ is trivial for large $n$ in this case, the "global" relation $\Sigma(B_r(X)) = X$ does not hold, but there is always at least a "local degeneration": if $F$ is analytic at $x$ then $F$ reduces to a polynomial in some neighbourhood of $x$.

We give now a necessary analyticity condition which follows from Theorem 2.19:

**Theorem 2.23.** Let $X$ and $Y$ be two ideal spaces, and let $f$ be a sup-measurable function. Suppose that the superposition operator $F$, generated by $f$ and considered as an operator between $X$ and $Y$, is analytic at $x \in X$. Then $f$ is sup-equivalent to some function $\tilde{f}$ which is, for almost all $s \in \Omega$, analytic at $x(s)$, i.e.

$$\tilde{f}(s, x(s) + u) - \tilde{f}(s, x(s)) = \sum_{k=1}^{\infty} a_k(s) u^k, \quad (2.75)$$

where the series (2.75) is convergent for $|u| < \delta(s) \rho_a$ ($\delta$ as in (2.11) and $\rho_a$ as in (2.74)), and the function $a_k$ belongs to the space $Y/X^k$ ($k = 1, 2, \ldots$).

$\Rightarrow$ For the sake of simplicity, assume that $F \theta = \theta$ and $F$ is analytic at $x = \theta$. Since $F$ is infinitely often differentiable, Theorem 2.10 ensures that $a_k \in Y/X^k$ with $a_k$ given by (2.70) ($k = 1, 2, \ldots$). By the analyticity of $F$ at $\theta$, the series $Fh = \sum_{k=1}^{\infty} a_k h^k$ converges absolutely for $\|h\| < \rho_a$, therefore the series

$$\xi = \sum_{k=1}^{\infty} a_k(s) h^k(s) \quad (2.76)$$

which is obtained from the numerical series

$$w(s, u) = \sum_{k=1}^{\infty} a_k(s) u^k \quad (2.77)$$

by the formal substitution $u = h(s)$, converges absolutely in $Y$. Consequently, the series $\xi^* = \sum_{k=1}^{\infty} |a_k(s)| |h(s)|^k$ of nonnegative terms converges in $Y$, therefore almost everywhere; hence (2.76) converges almost everywhere as well. For fixed $h \in B_{\rho_a}(X)$ we have $\rho_a(s) > |h(s)|$, where $\rho_a(s)$ is the radius of absolute convergence of the series (2.77) for fixed $s \in \Omega$. By definition of $\delta$, this implies that $\rho_a(s) \geq \rho_a \delta(s)$. It remains to observe that the function

$$\tilde{f}(s, u) = \begin{cases} w(s, u) & \text{if } |u| < \rho_a \delta(s), \\ f(s, u) & \text{if } |u| \geq \rho_a \delta(s) \end{cases}$$

is sup-equivalent to the function $f$ and has the required properties. $\Leftarrow$

Theorem 2.23 allows us to formulate quite easily an analyticity condition for $F$ which is both necessary and sufficient:
Theorem 2.24. Let $X$ and $Y$ be two ideal spaces, and let $f$ be a Caratheodory function which can be represented in the form

$$f(s,x(s) + u) - f(s,x(s)) = \sum_{k=1}^{\infty} a_k(s)u^k,$$  \hspace{1cm} (2.78)

where $x \in X$, $Fx \in Y$, $a_k \in Y/X^k$, and (2.78) converges for almost all $s \in \Omega$ and $|u| < a_0(s)$ ($a > 0$ fixed). Then the corresponding superposition operator $F$ is analytic at $x$ if and only if

$$0 < \left[ \lim_{k \to \infty} ||a_k||_{Y/X^k}^{1/k} \right]^{-1} \leq a.$$ \hspace{1cm} (2.79)

$\Rightarrow$ The "if" part is obvious, while the "only if" part follows from Theorem 2.23. \hspace{1cm} $\Leftarrow$

In order to verify condition (2.79) it is necessary to calculate the norms of the functions $a_k$ in the space $Y/X^k$. If the functions $a_k$ are constant, for example, this amounts to studying the numerical sequence $\gamma_n = ||1||_{Y/X^n}$. Precise information about this sequence is contained in the following:

Lemma 2.11. The sequence $\gamma_n$ is logarithmically convex. If the space $X$ is not imbedded into the space $M$, and the multiplicator spaces $Y/X^n$ are nontrivial for each $n$, then the limit $\gamma_* = \lim_{n \to \infty} \gamma^n_{1/n}$ exists and is infinite.

$\Rightarrow$ The logarithmic convexity of $\gamma_n$ is equivalent to the inequality $\gamma^{n-m}_k \leq \gamma^{n-k}_m \gamma^{m-n}_k$ which was established in Lemma 2.10. The logarithmic convexity implies also the existence of the limit $\gamma_*$. Now, if $\gamma_*$ were finite, we would have

$$\lim_{n \to \infty} ||h^n||_{Y/X^n} \leq \gamma_* ||h||_X \hspace{1cm} (h \in X).$$ \hspace{1cm} (2.80)

But the left-hand side of (2.80) is just the norm of $h$ in the space $M$, and thus $X$ is continuously imbedded into $M$, in contradiction to our hypothesis. \hspace{1cm} $\Leftarrow$

Theorem 2.24 provides a necessary and sufficient condition for the analyticity of the superposition operator between two given ideal spaces. Now we shall invert the point of view: given a nonlinearity $f$, we provide a "recipe" for constructing a pair of ideal spaces $X$ and $Y$ such that the superposition operator $F$ generated by $f$ will be analytic between these spaces. To this end, consider again the function $w$ given in (2.77). If $w$ is an entire analytic function with measurable coefficients, we may choose appropriate ideal spaces $X$ and $Y$ such that the superposition operator $W$ generated by $w$ becomes analytic at the zero function $\theta$ of the space $X$. In fact, consider the growth function

$$m(s,u) = \max_{|v|=u} |w(s,v)|$$ \hspace{1cm} (2.81)

of $w$, and the superposition operator $M$ generated by $m$. Given an ideal space $Y$, the linear set of all $x \in S$ for which the norm

$$||x|| = \inf \{ \lambda : \lambda > 0, ||M(x/\lambda)||_Y \leq 1 \}$$ \hspace{1cm} (2.82)

is finite, is an ideal space $X = M^{-1}[Y]$ which we call the inverse $M$-transform of the space $Y$. The obvious estimate $|a_n(s)u^n| \leq m(s,|u|)$ ($n = 1, 2, \ldots$) implies that $||a_n||_{Y/X^n} \leq$
1 \ (n = 1, 2, \ldots) \text{ hence the radius } \rho_u \text{ of uniform convergence of the operator series}

\[ Wh = \sum_{n=1}^{\infty} A_n h^n, \quad A_n h^n(s) = a_n(s) h(s)^n \]

is equal to 1. By Theorem 2.24, the superposition operator \( M \) generated by the function (2.81) is analytic at \( \theta \), considered as an operator from \( X \) into \( Y \). Simple examples show that this operator is, in general, not entire analytic, even if the generating function is so (see Section 4.6). We summarize our results in the following:

**Theorem 2.25.** Suppose that, for almost all \( s \in \Omega \) the function \( f(s, \cdot) \) is entire analytic, and let \( Y \) be an ideal space. Let \( x_0 \in S \) be fixed, let \( X = M^{-1}[Y] \) be the inverse \( M \)-transform of \( Y \), with \( m \) given by (2.81), and assume that \( x_0 \in X \) and \( Fx_0 \in Y \). Then the operator \( F \) generated by \( f \) is analytic at \( x_0 \), considered as an operator from \( X \) into \( Y \).

The growth function (2.81) is of course rather difficult to calculate explicitly. However, one may consider, instead of \( m \), the functions

\[ m_-(s, u) = \sup_n |a_n(s)| u^n, \quad m_+(s, u) = \sum_{n=1}^{\infty} |a_n(s)| u^n, \]

which are easier to compute and equivalent to \( m \) in the sense that

\[ m_-(s, u) \leq m(s, u) \leq m_+(s, u) \leq m_-(s, 2u). \]

The inverse transforms \( X = M^{-1}[Y], X_- = M_-^{-1}[Y] \) and \( X_+ = M_+^{-1}[Y] \) coincide as linear spaces, and their norms are equivalent:

\[ \|x\|_{X_-} \leq \|x\|_{X} \leq \|x\|_{X_+} \leq 2\|x\|_{X_-}. \]

**2.9 Notes, remarks and references**

1. The notion of an ideal space arose in the early fifties (under the name "ideal structure"Banach structure"Banach lattice"etc.) and was studied by I. Amemiya, J. Dieudonne, H.W. Ellis, I. Halperin, Ju.L Gribanov, G. Lorentz, W.A.J. Luxemburg, D. Wertheim, A.C. Zaanen, P.P. Zabrejko, and others. The most complete and detailed presentation of the theory can be found in the books [202], [369] and [370], see also [283].

We followed the presentation of the monograph [375] which is most appropriate for the application of ideal spaces to linear and nonlinear integral equations ([373], see also [371]). The proofs of all facts mentioned in Section 2.1 may be found in [375]. [384] is one of the first papers on ideal spaces of vector-valued functions; for new results parallel to [375] see e.g. [379], [383]. We remark that the theory of ideal spaces exhibits in the "vector case"a lot of interesting and difficult new features.

2. The sets \( \Sigma(N) \) were introduced and studied by P.P. Zabrejko [371] in connection with the domain of definition of disjointly additive nonlinear operators; the usefulness of
the sets $\Delta$ and $\Pi$ (see (2.11) and (2.13)) was also shown by P.P. Zabrejko [375]. In the meantime, there is already a considerable amount of work on disjointly additive operators on ideal spaces and, in particular, so called modular spaces (see e.g. [100-103], [155], [163], [203-205]). The split functional $H$ (see (2.15)) was introduced in [32] in connection with analyticity conditions for the superposition operator; explicit formulas and estimates for this functional will be given in subsequent chapters.

3. Theorem 2.2 was first obtained (in the case $\Omega = \Omega_c$) by P.P. Zabrejko ([373], see also [23]); the proof in the case $\Omega = \Omega_d$ is new. The class of split spaces was introduced in [35], the class of $\Delta_2$-spaces in [32] and [33] (where also Lemma 2.3 is proved), and the class of $\delta_2$-spaces in [35]. The basic boundedness result Theorem 2.3 is taken from [35]; a weaker form (namely for $\Delta_2$-spaces $X$) was proved in [23], a still weaker form (namely for regular $\Delta_2$-spaces) in [161], see also [367] and [393].

Important examples of split spaces are Orlicz spaces (with Luxemburg norm; see Section 4.1), and, more generally, any inverse $F$-transform $F^{-1}[Y]$ of a $\Delta_2$-space $Y$, provided the corresponding function $f(s, \cdot)$ is even and convex for almost all $s \in \Omega$.

The growth function (2.23) appears first in its special form (2.24) in the papers [14], [30] and [31] for Lebesgue spaces; this function will be of fundamental importance in the following chapters.

4. The notions of $U$-boundedness and $W$-boundedness were studied in detail in connection with nonlinear operator equations in [371] and [373]. An important application of superposition operators which map bounded sets into absolutely bounded sets is given in [392], where such operators are called "improving". These applications are based on the observation that large classes of linear integral operators

$$K y(s) = \int_\Omega k(s, t)y(t)dt,$$  

(2.83)

although not being compact, map absolutely bounded sets into precompact sets, and thus one may apply the classical Schauder fixed-point principle to obtain solutions of the nonlinear Hammerstein integral equation $x = KFx$ (see e.g. [268], [374], [385-387]).

Absolutely bounded and $U$-bounded sets were also studied in detail in the book [182], $W$-bounded operators in [371] and [373]. Theorem 2.4, which is the main result on $W$-bounded superposition operators, is new.

The axiomatic definition of a measure of noncompactness in its general form presented above is due to B.N. Sadovskij [280]. The special examples (2.31) and (2.32), however, go back to K. Kuratowski and Hausdorff [186]. The functional (2.33) was introduced by N. Jerzakova [152], [153] and, independently, in [22]. The functionals (2.34) and (2.36) were introduced and studied in [21]; some applications may be found in [15], [18], [29], and [42]; the functional (2.35) was introduced in [92]. Detailed information on the functional (2.38) in various function spaces may be found in [20].

5. The first general continuity theorem for the superposition operator with values in a regular ideal space is [179]. Our Theorem 2.6 goes much farther, since we do not assume that $f$ is a Caratheodory function, and since we also get "almost"a necessary condition.

Continuity conditions for the superposition operator at single points, as those given in Theorem 2.7, may be found in [206] and [249]. The fact that a continuous superposition
operator with values in a completely irregular space is necessarily constant was observed
by V.A. Bondarenko [54]; in the case $Y = L_\infty$ this is well-known [380].

Various examples of continuous superposition operators which are not uniformly
continuous on bounded sets were obtained by M.M. Vajnberg [347], M.A. Krasnosel’skij
[180], F. Dedagic [93] and P.P. Zabrejko [94]. The general Theorem 2.9 is new.

The first result on the weak continuity and sequentially weak continuity of the
superposition operator between two perfect ideal spaces is contained in [293], for Lebesgue
spaces in [289]. Our Theorem 2.10 covers also non-Caratheodory functions and refers to
weak topologies with respect to some total subspace of the associate space $X$ (see Section
2.1 and [375]); we followed the presentation in [36].

6. The multiplicator space $Y/X$ was studied, for example, in [371] and [373], where
also some important examples are given; we shall discuss such examples in the following
chapters, mainly in connection with Lipschitz conditions and differentiability results.

Some important properties of special superposition operators may be expressed by
means of multiplicator spaces. For instance, the (linear) multiplication operator $Fx(s) =
\langle a(s)\rangle \chi (s)$ is bounded between $X$ and $Y$ if and only if $\|a\|_{Y/X} < \infty$ particular, $X$
is imbedded in $Y$ if and only if $L_\infty \subseteq Y/X$.

The results given in Section 2.6 are presented, together with examples, in [27].
The notions of a $V$-pair ($V_0$-pair, $V^n$-pair, $V^n_0$-pair) of ideal spaces were introduced in
[34] in connection with differentiability properties of the superposition operator. The
Darbo condition (2.49) appears first (for the Kuratowski measure of noncompactness
(2.31)) in Darbo’s pioneering paper [89]. In the meantime, the literature on the theory
and applications of nonlinear operators satisfying (2.50) is vast; we just mention the
monographs [7], [8], [280].

7. Various pathological phenomena in connection with Frechet differentiability
of the superposition operator in concrete ideal spaces (above all, Lebesgue and Orlicz
spaces) were observed by M.M. Vajnberg, M.A. Krasnosel’skij and Ja.V. Rutitskij [166],
[175], [182], [347]. Earlier differentiability conditions were either only sufficient, or only
necessary. Both Theorems 2.14 and 2.16 were obtained for Lebesgue spaces (and later for
Orlicz spaces) by W. S. Wang [363]. The degeneracy result given in Theorem 2.15 was
obtained for Lebesgue spaces in case $\Omega = \emptyset$ by M.M. Vajnberg [347], in its general form
in [34]. A variant of Theorem 2.17 may be found in [371] and [373]. General results on
uniform continuity and differentiability of nonlinear operators emphasize the necessity of
considering superposition operators "of several arguments"like $G(x, y)(s) = g(s, x(s), y(s))$
(see e.g. (2.62)) between ideal spaces $X \times Y$ and $Z$, for details see [376-378]. The first
systematic account on continuous, uniformly continuous, bounded, unbounded, or asymptotically
linear superposition operators, as well as many applications to nonlinear Hammerstein
integral equations, may be found in [387-390].

Asymptotically linear operators were first considered by M.A. Krasnosel’skij [166];
the knowledge of both the derivative of a nonlinear operator at a single point and the
asymptotic derivative is useful in the theory of general operator equations. Suppose, for
instance, that a trivial solution $\langle x = \theta, \text{ say} \rangle$ of a nonlinear operator equation is known in
advance, and one is interested in a second (i.e. nontrivial) solution. If the derivative of the
nonlinear operator involved at zero and infinity exists, and the sums of the multiplicities
of their eigenvalues bounded away from zero have different parity, it follows from standard
degree-theoretic arguments that there is a second solution (see e.g. [181]). Thus, not only
the mere differentiability of a nonlinear operator is important, but also the knowledge of
the explicit form of the derivative, as given in Theorems 2.14 and 2.18.

General conditions for the differentiability or asymptotic linearity of the superposition
operator $F$ may be equivalently formulated as conditions on the asymptotic behaviour
of the growth function $(2.24)$ of some auxiliary superposition operator $\tilde{F}$. Thus, the
superposition operator $F$ generated by $f$ is differentiable at some point $x$ (is asymptotically
linear, respectively) if and only if the growth function $\mu_{\tilde{F}}$ of the superposition operator
$\tilde{F}$ generated by $\tilde{f}(s,u) = f(s,x(s) + u) - f(s,x(s)) - a(s)u$, $(\tilde{f}(s,u) = f(s,u) - a_\infty(s)u$,
respectively), where the functions $a$ and $a_\infty$ are given by $(2.56)$ and $(2.65)$, respectively,
satisfies the relation $\mu_{\tilde{F}}(r) = o(r)$ as $r \to 0$ (as $r \to \infty$, respectively). This observation
reduces the problem of finding necessary and sufficient differentiability conditions to that
of calculating or estimating the growth function $(2.24)$. Unfortunately, explicit formulas
for this function are available only in very exceptional cases (e.g. in Lebesgue and Orlicz
spaces). We shall return to this in Chapters 3 and 4; see Theorems 3.13 and 4.12.

Apart from Frechet differentiability, other derivatives are of great importance in
nonlinear analysis. Similar results to those given in Section 2.7, but for Gateaux or weak
$\Delta$-derivatives, may be found in [34].

8. Concerning higher derivatives, we could repeat many remarks made above for the
first (Frechet) derivative. We just confine ourselves to a short comparison of the Taylor-
type $n$-th derivative with the more common (at least in finite-dimensional spaces) Newton-
Leibniz definition of the $n$-th derivative $F^{(n)}(x_0)$ as the first derivative of $F^{(n-1)}(x_0)$. It is
well known that the $n$-th Newton-Leibniz derivative (if it exists) is also the $n$-th Taylor
derivative; the converse is false. Nevertheless, if the $n$-th Taylor derivative exists in some
neighbourhood of $x_0$ and is locally bounded there, the $n$-th Newton–Leibniz derivative
exists as well, and both definitions are nearly equivalent. However, for the Newton-Leibniz
derivative one must consider powers $X^k = X + \cdots + X$ ($k$-times) of the space $X$, while
for the Taylor derivative it suffices to work in the space $X$.

The main results on the analyticity of the superposition operator between ideal
spaces are contained in the papers [32] and [33]. In particular, we emphasize again that
Theorem 2.22 shows that the class of analytic superposition operators between two ideal
spaces $X$ and $Y$, with $X$ being a $\Delta_2$ space, is extremely narrow. This may be the reason
that analytic superposition operators were not considered between, say, Lebesgue spaces.

In this connection, we mention the classical example of a superposition operator
$F$ which is analytic at $\theta$ in the space $l_1$ (i.e. the space $L_1$ with $\Omega = \mathbb{N}$ and $\mu$ being the
counting measure), generated by the function $f(s,u) = u^\theta$. The generating function $f$ is
entire analytic, and the radii of uniform and absolute convergence of the expansion of $F$
at zero
\[ Fh = \sum_{n=1}^{\infty} A_n h^n, \quad A_n h^n(s) = \chi_{\{n\}}(s) h^n(s) \quad (n = 1, 2, \ldots) \]
are $\rho_u = 1$ and $\rho_a = \infty$, respectively (see $(2.73)$ and $(2.74)$).

9. The construction of ideal spaces $X$ and $Y$ with the property that the superposition
operators $F$ generated by a given nonlinearity $f$ becomes analytic, is closely related to
the notion of the so-called $L$-characteristic of the superposition operator. Given some
of an ideal space. Thus, the image \( FB_1(X) \) of \( B_1(X) \) should be contained in some ball \( B_r(Y) \). This in turn means that the convex hull \( co FB_1(X) \) is bounded in the space \( S \), i.e. \( FB_1(X) \) is co-bounded in the terminology of Section 1.5. But this is not always the case: just the simple function \( f(s, u) = |u|^k (k > 1) \) generates an operator \( F \) in the space \( X = L_1 \) with the property that the convex hull of \( FB_1(L_1) \) is unbounded in \( S \) if \( \Omega_c \neq \emptyset \)!

This shows that the class \( \mathcal{Y}(X, F) \) of all ideal spaces \( Y \) for which \( F \) maps \( B_1(X) \) into \( Y \) and is bounded, may be in fact empty.

Observe that, if such spaces \( Y \) exist in \( \mathcal{Y}(X, F) \), the class \( \mathcal{Y}(X, F) \) also contains spaces of type \( L(U_0) \), this follows from the maximality of such spaces (see Section 2.1).

Suppose that the class \( \mathcal{Y}(X, F) \) is nonempty. In this case, one can choose even a minimal (with respect to inclusion) space \( Y \) in \( \mathcal{Y}(X, F) \). In fact, one may take as \( Y \) the space of all measurable functions \( y \) for which the norm

\[
\|y\| = \inf\{\lambda: \lambda > 0, \lambda^{-1}y \in id\ co\ FB_1(X)\}
\]

makes sense and is finite; here by \( id\ N \) we denote the ideal hull of the set \( N \subseteq S \), i.e. the set

\[
\text{id}\ N = \bigcup_{u \in N} \{x: x \in S, |x| \leq u\}. \tag{2.84}
\]

The ideal space \( Y \) obtained in this way is usually called the direct \( F \)-transform [373] of the ideal space \( X \) and denoted by \( Y = F[X] \). For example, if the function \( f(s, \cdot) \) is nonnegative, even, and concave on \([0, \infty)\), then the direct \( F \)-transform \( F[X] \) of \( X \) consists precisely of all functions \( y \in S \) for which the norm

\[
\|y\| = \inf\{\lambda: \lambda > 0, \lambda^{-1}y \in FB_1(X)\}
\]

is finite. Moreover, the space \( F[X] \) is complete (perfect; almost perfect; regular) if the space \( X \) is complete (perfect; almost perfect; regular, respectively).

Let \( Y \) be an ideal space. Analogously to the above reasoning, one could try to find another ideal space \( X \) (if it exists!) such that \( F \), as an operator between \( X \) and \( Y \), is defined on \( B_1(X) \) and has some property \( P \). If \( P \) means the boundedness of \( F \) on \( B_1(X) \), the class \( \mathcal{X}(X, F) \) of such spaces \( X \) is always nonempty: in fact, one may choose \( X = M(u_0) \), where \( u_0 \) is some measurable function such that \( F_\ast u_0 \in Y \), here \( F_\ast \) denotes the superposition operator generated by the Caratheodory function

\[
f_\ast(s, u) = \max_{|v| \leq u} |f(s, v)|. \tag{2.85}
\]

In this case, however, one can not guarantee the existence of a maximal space with this property, as in the class \( \mathcal{Y}(X, F) \). In fact, the unit ball \( B_1(X) \) of \( X \) should be contained in
the pre-image \( F^{-1}(B_r(Y)) \) of some ball \( B_r(Y) \), but the sets \( F^{-1}(B_r(Y)) \) are, in general, not convex, and contain many "maximal" convex sets which may be chosen as the unit ball of some ideal space. Nevertheless, if the set \( F^{-1}(B_r(Y)) \) is convex and bounded in \( S \) for some \( r > 0 \), one may find an ideal space \( X \) such that \( B_1(X) = F^{-1}(B_r(Y)) \) for this \( r \). The ideal space \( X \) obtained in this way is usually called the inverse \( F \)-transform [373] of the ideal space \( Y \) and denoted by \( X = F^{-1}[Y] \). For example, if the function \( f(s, \cdot) \) is nonnegative, even, and convex on \([0, \infty)\), then the inverse \( F \)-transform \( F^{-1}[Y] \) of \( Y \) consists precisely of all functions \( x \in S \) for which the norm

\[
\|x\| = \inf\{\lambda : \lambda > 0, \|f(\cdot, \lambda^{-1}x(\cdot))\|_Y \leq 1\}
\]

is finite. Moreover, the space \( F^{-1}[Y] \) is complete (perfect; almost perfect; regular) if the space \( Y \) is complete (perfect; almost perfect; regular, respectively). Observe that the appropriate spaces in Theorem 2.23 were constructed in this way, as a comparison of (2.82) and (2.86) shows. We remark that special direct and inverse transforms (mostly of polynomial type) have been considered, for instance, in [76], [183], [184], or [197-199] in connection with interpolation theory.

The above reasoning makes it possible to describe the \( \mathcal{L} \)-characteristic \( \mathcal{L}(F, \mathcal{P}) \) in case \( \mathcal{P} \) means boundedness on the unit ball. For instance, in the special case \( Y = \tilde{X} \) (see (2.8)) one may show that \((X, \tilde{X}) \in \mathcal{L}(F, \mathcal{P})\) if and only if \( x \in X(H, L_1) \), where \( H \) is the superposition operator generated by the function \( h(s, u) = uf_\ast(s, u) \) with \( f_\ast \) given by (2.85). In fact, if \( F \) is bounded between \( B_1(X) \) and \( \tilde{X} \), then \( F_\ast \), the superposition operator generated by (2.85), is also bounded between \( B_1(X) \) and \( \tilde{X} \), and hence \( H \) is bounded from \( B_1(X) \) into \( L_1 \). Conversely, if \( H \) maps \( X \) into \( L_1 \), then \( (X, \tilde{X}) \in \mathcal{L}(F, \mathcal{P}) \) since \(|f_\ast(s, u)v| \leq |h(s, u)| + |h(s, v)|\), for more information, see [381].
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Chapter 3
The superposition operator in Lebesgue spaces

By reformulating the general results of Chapter 2, one gets many results on the superposition operator in Lebesgue spaces. On the other hand, the theory in Lebesgue spaces is much richer than in general ideal spaces. The most interesting (and pleasant) fact is that one can give an acting condition for $F$, in terms of the generating function $f$, which is both necessary and sufficient. It follows, in particular, that $F$ is always bounded and continuous, whenever $F$ acts from some $L_p$ into $L_q$ (for $1 < p < \infty$, $1 < q < \infty$ and $\Omega_d = \emptyset$); the corresponding problems in the case $\Omega_c = \emptyset$ are more delicate.

Apart from continuity and boundedness conditions, we provide a concrete "recipe"to calculate the growth function of the superposition operator on balls in $L_p$. Moreover, criteria for absolute boundedness and uniform continuity are given, as well as two-sided estimates for the modulus of continuity of $F$.

As immediate consequences of some results of the preceding chapter, we get that $F$ is weakly continuous from $L_p$ into $L_q$ if and only if $f$ is affine in $u$. Further, it turns out that the Darbo or Lipschitz condition for $F$ is equivalent to a Lipschitz condition for the function $f$ with respect to $u$. Hölder continuity of $F$ is also briefly discussed.

Another pleasant fact concerns differentiability: in Lebesgue spaces one can give conditions for differentiability, asymptotic linearity, and higher differentiability which are both necessary and sufficient. In particular, every differentiable superposition operator from $L_p$ into $L_q$ is affine in case $p = q$, and even constant in case $p < q$. A similar "degeneracy"occurs for analyticity: every analytic superposition operator from $L_p$ into $L_q$ reduces to a polynomial, whatever $p$ and $q$ are.

Most results refer to the case $\Omega_c = \emptyset$, but carry over to the case $p = \infty$ or $q = \infty$ as well; a special section is devoted to this latter case. Finally, in the last section we prove a result which enlightens the "geometric"structure of the $L$-characteristic of the superposition operator in Lebesgue spaces.

3.1 Lebesgue spaces

As before, let $\Omega$ be an arbitrary set, $\mathcal{M}$ some $\sigma$-algebra of subsets of $\Omega$, and $\mu$, a $\sigma$-finite and countably additive measure on $\mathcal{M}$ together with $\mu$ we shall sometimes consider an equivalent normalized countably additive measure $\lambda$ (see Section 1.1).

By $L_p = L_p(\Omega, \mathcal{M}, \mu)$ we denote the set of all (equivalence classes of) $\mu$-measurable functions $x$ on $\Omega$ for which

$$\int_{\Omega} |x(s)|^p ds < \infty$$

(3.1)
for $1 \leq p < \infty$ (where, as usual, we write $ds$ instead of $d\mu$), and

$$
\text{ess sup}_{s \in \Omega} |x(s)| < \infty
$$

(3.2)

for $p = \infty$, respectively. Equipped with the natural algebraic operations and the norm

$$
\|x\|_p = \begin{cases} 
\left( \int_{\Omega} |x(s)|^p ds \right)^{1/p} & \text{if } 1 \leq p < \infty, \\
\text{ess sup}_{s \in \Omega} |x(s)| & \text{if } p = \infty,
\end{cases}
$$

(3.3)

the set $L_p$ becomes an ideal space which is completely regular for $1 \leq p < \infty$, and perfect for $p = \infty$.

Let us recall some simple properties of the spaces $L_p$. First of all, we mention the important Hölder inequality

$$
|x, y| \leq \|x\|_p \|y\|_{\tilde{p}}
$$

(3.4)

where the pairing $< \cdot , \cdot >$ is given in (2.7), $1 \leq p \leq \infty$, and $\tilde{p} = p / (1 - p)$. This inequality turns into an equality if and only if $a |x(s)|^p + b |y(s)|^p = 0$, where $a$ and $b$ are two numbers which are not both zero. The inequality

$$
\|xy\|_{pq/(p+q)} \leq \|x\|_p \|y\|_q \quad (1 \leq p, q \leq \infty)
$$

(3.5)

which is equivalent to (3.4) is also sometimes called Hölder inequality; in (3.5) we have equality if and only if for some $a$ and $b$, not both zero, $a |x(s)|^p + b |y(s)|^p = 0$. The estimate (3.5) implies, in particular, that, for any measurable function $x$ on $\Omega$, the function $\varphi_x(p) = \|x\|_p$ is logarithmically convex, i.e. $\|x\|_{p_\lambda} \leq \|x\|^{1-\lambda}_{p_0} \|x\|^\lambda_{p_1}$ where $p_\lambda^{-1} = (1 - \lambda)p_0^{-1} + \lambda p_1^{-1}$. This in turn shows that the function $\varphi_x(p) = \|x\|_p$ is finite on some subinterval of $[1, \infty]$, is continuous inside this subinterval, and is infinite outside the closure of this subinterval. Finally, the Hölder inequality (3.5) may also be written as an interpolation inequality

$$
\|x_0|^{1-\lambda}|x_1|^\lambda\|_{p_\lambda} \leq \|x_0|^{1-\lambda}|x_1|^\lambda\|_{p_1}.
$$

(3.6)

From the classical Riesz theorem it follows that $\tilde{L}_p = L_{\tilde{p}}$ ($1 \leq p \leq \infty$), i.e. $L_{\tilde{p}}$ is the associate space to $L_p$ (see (2.8)). Since $L_p$ is completely regular for $1 \leq p < \infty$, we have in addition that $L_{\tilde{p}} = L_{\tilde{p}}^*$ for $1 \leq p < \infty$; moreover, $L_p$ is reflexive for $1 < p < \infty$. On the other hand, $L_1 = L_\infty$ is a proper subspace of $L_\infty^*$, since $L_\infty$ is not regular. We denote the regular part $L_\infty^0$ of $L_\infty$ (see (2.1)) by $c_0 = c_0(\Omega, \mathcal{M}, \mu)$ this space consists of all functions $x \in S$ which vanish on $\Omega_c$ and satisfy $\lim_{\Omega_d} x(s) = 0$; the notation $\lim_{\Omega_d}$ means limit with respect to the Cauchy filter of all subsets of $\Omega_d$ with finite complement. In particular, the space $L_\infty$ is quasi-regular in the case $\Omega_c = \emptyset$ and completely irregular in the case $\Omega_d = \emptyset$ (see Section 2.5). The dual space $L_\infty^*$ of $L_\infty$ is not a space of measurable functions, but the dual space $(L_\infty^0)^*$ of $L_\infty^0$ consists of all functions $x \in L_1$ which vanish outside $\Omega_d$.

Now we describe the multiplicator spaces $L_q / L_p$. To this end, we denote by $Z_p = Z_p(\Omega, \mathcal{M}, \mu)$ the set of all functions $x \in S$ which vanish on $\Omega_c$ and satisfy the relation $|x(s)| = O(\mu(s)^{1/p})$ for $s \in \Omega_d$; here and in what follows we write $\mu(s)$ instead of $\mu(\{s\})$. With the natural algebraic operations and the norm

$$
\|x\|_{(p)} = \sup_{s \in \Omega_d} |x(s)| \mu(s)^{-1/p} \quad (0 < p < 1),
$$

(3.7)
the set $Z_p$ becomes an ideal space. Further, for $1 \leq p < q < \infty$ we write $Z_{p,q}$ for the set of all functions $x \in S$ such that $|x|^q \in Z_{p,q}$, equipped with the norm $\|x\|_{p,q} = \||x|^q\|^{1/pq}$. Finally, let $Z_{p,\infty} = Z_p$. In this terminology, we have the following formula for the multiplicator space $L_q/L_p$ (see (2.40)):

$$L_q/L_p = \begin{cases} L_{pq/(p-q)} & \text{if } p \geq q, \\ Z_{p,q} & \text{if } p < q. \end{cases}$$

(3.8)

More generally, for the $n$-th multiplicator space $L_q/L^n_p$ (see (2.67)) we have

$$L_q/L^n_p = \begin{cases} L_{pq/(p-nq)} & \text{if } p \geq nq, \\ Z_{p/n,q} & \text{if } p < nq. \end{cases}$$

(3.9)

Since the imbedding $L_p \subseteq L_q$ is equivalent to the fact that the constant function $x(s) \equiv 1$ belongs to $L_q/L_p$, formula (3.8) gives the following imbedding criterion: in the case $p \geq q$, the imbedding $L_p \subseteq L_q$ holds if and only if $\mu(\Omega) < \infty$; here

$$\|x\|_q \leq [\mu(\Omega)]^{1/p} \|x\|_p. \quad (3.10)$$

In the case $p \leq q$, the imbedding $L_p \subseteq L_q$ holds if and only if $\Omega_c = \emptyset$ and $\mu(s) \geq \mu_0 > 0$ for $s \in \Omega_d$; here

$$\|x\|_q \leq \inf_{s \in \Omega_d} [\mu(s)]^{-1}\|x\|_p. \quad (3.11)$$

We now pass to the description of the sets $\Sigma, \Pi, \Delta$ introduced in Section 2.2; to be specific, we denote the corresponding sets and functions in $L_p$ by a subscript $p$.

First of all, for the functions (2.11) and (2.13) we have

$$\delta(s) = \delta_p(s) = \begin{cases} \infty & \text{if } 1 \leq p < \infty, s \in \Omega_c, \\ \mu(s)^{-1/p} & \text{if } 1 \leq p < \infty, s \in \Omega_d, \\ 1 & \text{if } p = \infty, \end{cases} \quad (3.12)$$

and

$$\pi(x) = \pi_p(x) = \begin{cases} 0 & \text{if } 1 \leq p < \infty, \\ \lim_{\Omega_d} |x(s)| & \text{if } p = \infty, \end{cases} \quad (3.13)$$

respectively. From (3.12) it follows that

$$\Delta = \Delta_p = \left\{ x : x \in L_p, \mu(s)|x(s)|^p \leq 1 \right\} \quad \text{if } \Omega_c = \emptyset.$$

On the other hand, from (3.13) it follows that

$$\Pi = \Pi_p = \left\{ x : x \in L_\infty, |x(s)| \leq 1 \right\} \quad \text{if } p = \infty;$$

in particular, $\Pi_\infty = B_1(L_\infty)$ if the underlying measure is atomic-free. Since in all cases we have $\Pi_p \cap \Delta_p = \Delta_p$, formula (2.14) implies that $\Sigma_p = Delta_p$ for $1 \leq p \leq \infty$.

We give now a description of the split functional (2.15) in Lebesgue spaces. If $\mu$ is atomic-free, a simple calculation shows that

$$H(x) = H_p(x) = \|x\|_p[\|x\|_p]^{p-1} (1 \leq p < \infty), \quad (3.14)$$
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where $\lceil q \rceil$ denotes the smallest natural number $n \geq q$. For practical reasons, instead of (3.14) it is convenient to use the two-sided estimate

$$
\|x\|_p^p \leq H_p(x) \leq 1 + \|x\|_p^p \quad (x \in L_p).
$$

(3.15)

The case $p = \infty$ is covered, of course, by formula (2.17). If $\mu$ is purely atomic, it is not possible to give explicit formulas for the functional $H$. We just remark that the estimate

$$
\|x\|_p^p \leq H_p(x) \leq 1 + 2\|x\|_p^p \quad (x \in \Delta_p).
$$

(3.16)

holds. Outside the set $\Delta_p$, the functional $H_p$ is of course infinite.

The estimates (3.15) and (3.16) show that $L_p$ is a $\Delta_2$ space (and hence a $\delta_2$ space and split space, by Lemma 2.5) if $1 \leq p < \infty$. Finally, we mention the following obvious fact: if $\Omega_d = \emptyset$, the pair $(L_p, L_q)$ is a $V$-pair ($V_0$-pair, $V^n$-pair, $V^0_n$-pair, respectively) if and only if $p \leq q$ ($p < q$, $p \leq nq$, $p < nq$, respectively). Moreover, the space $L_p$ is average-stable and hence, by Lemma 2.9, $\alpha$-nondegenerate.

### 3.2 Acting conditions

In Lebesgue spaces it is fairly simple to give acting conditions for the superposition operator which are both necessary and sufficient. First of all, it is important to note that the space $L_p$ is thick (see Section 1.3) in $S$, consequently, if the superposition operator $F$ acts between two Lebesgue spaces, the generating function $f$ is sup-measurable, and this will always be assumed in this chapter. Moreover, we suppose throughout that the indices $p$ and $q$ belong to the interval $[1, \infty)$; the case $p = \infty$ or $q = \infty$ will be treated in Section 3.7.

Recall (see Section 1.3) that we write $f(s, u) \leq g(s, u)$ if $f(s, x(s)) \leq g(s, x(s))$ for all $x \in S$. The following can be regarded as the Fundamental Theorem on the superposition operator in Lebesgue spaces:

**Theorem 3.1.** The superposition operator $F$ generated by $f$ maps $L_p$ into $L_q$ if only if there exist a function $a \in L_q$ and constants $b \geq 0$, $\delta > 0$ such that

$$
|f(s, u)| \leq a(s) + b|u|^{p/q}
$$

(3.17)

for all $(s, q) \in \Omega \times \mathbb{R}$ such that

$$
\lambda(s) \leq \delta, \quad \mu(s)|u|^p \leq \delta^p.
$$

(3.18)

$\Rightarrow$ As usual, it suffices to consider the two cases $\Omega_d = \emptyset$ and $\Omega_c = \emptyset$ separately.

Suppose first that $\Omega_d = \emptyset$. In this case (3.18) holds for all $(s, u) \in \Omega \times \mathbb{R}$, since $\lambda(s) = \mu(s) = 0$. The sufficiency of (3.17) follows from the obvious relation

$$
\|Fx\|_q \leq \|a\|_q + b\|x\|_p^{p/q}.
$$

To prove the necessity of (3.17), suppose that $F$ maps $L_p$ into $L_q$. By Theorem 2.2, $F$ is locally bounded at zero, hence we can find $b \geq 0$ such that $\|Fx\|_q \leq b$ for $\|x_p\| \leq 1$. 67
Let \( a(s, u) = \max \{0, |f(s, u)| - b|u|^{p/q}\} \), which is obviously a nonnegative sup-measurable function. Given \( x \in L_p \), denote by \( D(x) \) the set of all \( s \in \Omega \) for which \( Ax(s) > 0 \), where \( A \) is the superposition operator generated by \( a \), and let \( m = \|P_{D(x)}x\|_p^p \). By assumption, the measure \( \mu \) is atomic-free on \( \Omega \), hence we can find a partition \( \{D_1, \ldots, D_m\} \) of \( D(x) \) such that \( \|P_{D_j}x\|_p \leq 1 \) for \( j = 1, \ldots, m \); consequently,

\[
\int_{\Omega} Ax(s)^q ds = \int_{D(x)} Ax(s)^q ds = \sum_{j=1}^{m} \int_{D_j} a(s, x(s))^q ds \leq \sum_{j=1}^{m} \int_{D_j} |f(s, x(s))|^q ds - b^q \sum_{j=1}^{m} \int_{D_j} |x(s)|^p ds \leq mb^q - (m - 1)b^q = b^q
\]

Applying Lemma 1.3 to the function \( a \), we find a function \( \overline{a} \in L_1 \) such that \( \|\overline{a}\|_1 \leq b^q \) and \( a(s, u)^q \leq \overline{a}(s) \). It remains to choose \( a(s) = \overline{a}(s)^{1/q} \), and the estimate (3.17) holds by definition.

Suppose now that \( \Omega_c = \emptyset \). If (3.17) holds for \((s, u) \in \Omega \times \mathbb{R}\) with (3.18), and if \( x \in L_p \) is fixed, there are only finitely many atoms \( s \in \Omega \) for which either \( \lambda(s) > \delta \) or \( \mu(s)^{1/p}|x(s)| > \delta \), denote the set of all other \( s \in \Omega \) by \( D(x) \). We have \( |f(s, x(s))| \leq a(s) + b|x(s)|^{p/q} \) for \( s \in D(x) \); hence \( Fx \in L_q \), since \( \Omega \setminus D(x) \) is finite.

The proof of the necessity of (3.17) is again somewhat harder than sufficiency. Observe first that, if \( F \) maps \( L_p \) into \( L_q \), we can find two numbers \( \varepsilon, \delta > 0 \) and a finite set \( D \subseteq \Omega \) such that \( x(s) = 0 \) on \( D \), and \( \|Fx\|_q \leq \varepsilon \) for \( \|x\|_p \leq \delta \).

Let

\[
a(s, u) = \begin{cases} 
\max \{0, |f(s, u)| - 2^{1/q} \delta^{-p/q} |u|^{p/q}\} & (s \notin D), \\
0 & (s \in D),
\end{cases}
\]

which is again a nonnegative sup-measurable function. Given \( x \in L_p \), define \( D(x) \) as before, and let \( m = \lceil \delta^{-p}\|x\|_p^p \rceil \). Divide the set \( D(x) \) into \( 2m + 1 \) subsets \( D_0, \ldots, D_{2m} \) such that \( \|P_{D_j}x\|_p \leq \delta \) for \( j = 0, \ldots, 2m \). Then the superposition operator \( Ax(s) = a(s, x(s)) \) satisfies

\[
\int_{\Omega} Ax(s)^q ds = \sum_{s \in \Omega} Ax(s)^q \mu(s) = \sum_{s \in D(x)} Ax(s)^q \mu(s) \leq \sum_{s \in D(x)} |f(s, x(s))|^q \mu(s) - 2\delta^{-p} \varepsilon^q \sum_{s \in D(x)} |x(s)|^p \leq \sum_{j=0}^{2m} \sum_{s \in D_j} |f(s, x(s))|^q \mu(s) - 2\delta^{-p} \varepsilon^q \|x\|_p^p \leq (2m + 1)\varepsilon^q - 2\delta^{-p} m \delta^p = \varepsilon^q
\]

The rest of the proof follows from Lemma 1.3 as before. \( \Leftarrow \)

As already observed in the proof, in the case of an atomic-free measure \( \mu \) the restriction (3.18) is superfluous, and (3.17) holds for all \((s, u) \in \Omega \times \mathbb{R}\). Roughly speaking, this means that the class of functions \( f \) which generate a superposition operator \( F \) between \( L_p \) and \( L_q \) is in case \( \Omega_d = \emptyset \) rather narrow: it contains only functions of polynomial growth in \( u \) (with "maximal" exponent \( p/q \)). On the other hand, if \( \mu \) is a counting measure (i.e.
the function \( f \) is a Carathéodory function or, more generally, a Shragin function, (3.17) becomes the usual growth condition

\[
|f(s, u)| \leq a(s) + b|u|^{p/q},
\]

by Lemma 1.5.

### 3.3 The growth function

In this section we shall be concerned with several boundedness properties of the superposition operator in Lebesgue spaces. First of all, Theorem 2.2 implies immediately the following:

**Theorem 3.2.** If \( F \) acts from \( L_p \) into \( L_q \), then \( F \) is locally bounded if and only if the function \( f(s, \cdot) \) is bounded for each \( s \in \Omega \).

If the underlying measure \( \mu \) is atomic-free, Theorem 3.2 is of course not interesting, since \( F \) is in this case even bounded on each ball in \( L_p \), by Theorem 2.3. In the case \( \Omega_c = \emptyset \), however, \( F \) may fail to be bounded even if \( F \) is locally bounded at each point of its domain of definition. Consider, for example, the set \( \Omega = \mathbb{N} \) with the counting measure \( \mu \), and the function \( f(s, u) = u^s \) \((s \in \mathbb{N}, u \in \mathbb{R})\). This function generates a superposition operator from any \( L_p \) into any \( L_q \) which is bounded on each ball of radius \( r < 1 \), but unbounded on each ball of radius \( r > 1 \).

The next theorem gives a necessary and sufficient boundedness condition for the superposition operator. Recall that by \( \mu_F \) we denote the growth function (2.24) of \( F \) moreover, for \( r > 0 \) let

\[
\nu_f(r) = \inf\{\|a_r\|_1 + b_r r^p\},
\]

where the infimum is taken over all pairs \((a_r, b_r) \in L_1 \times [0, \infty)\), such that

\[
|f(s, u)|^q \leq a_r(s) + b_r|u|^p
\]

for \( \mu(s)|u|^p \leq r^p \).

**Theorem 3.3.** If \( F \) acts from \( L_p \) into \( L_q \), then \( F \) is bounded on bounded sets if and only if for each \( r > 0 \) there exist a function \( a_r \in L_1 \) and a constant \( b_r \geq 0 \) such that (3.21) holds for all \((s, u) \in \Omega \times \mathbb{R}\) such that \( \mu(s)|u|^p \leq r^p \). Moreover, the two-sided estimate

\[
\mu_F(r) \leq \nu_f(r) \leq \|F\theta\|_q + 3\mu_F(r)
\]

holds, where \( \mu_F(r) \) is defined by (2.24) and \( \nu_f(r) \) by (3.20).

**Rightarrow** The sufficiency of (3.21) for the boundedness of \( F \) and the estimate \( \mu_F(r) \leq \nu_f(r) \) obvious. To prove the necessity, we define for \( r > 0 \) the auxiliary function

\[
a_r(s, u) = \max\{0, |f(s, u)|^q - |f(s, 0)|^q - 2r^{-p}\mu_F(r)^q|u|^p\}.
\]

Given \( x \in L_p \) with \( \mu(s)|x(s)|^p \leq r^p \), denote by \( D(x) \) the set of all \( s \in \Omega \) for which \( A_r x(s) > 0 \), where \( A_r \) is the superposition operator generated by \( a_r \). By (3.15) and (3.16),
we can write $P_{D(x)}$ sum of at most $m$ disjoint functions $x_1, \ldots, x_m$ with $\|x_j\|_p \leq r$, where
$m = \lfloor 2r^{-p} \|P_{D(x)}x\|_p \rfloor$. Since $a_r(s, 0) = 0$, we have
\[
\int_{\Omega} A_r x(s) ds = \int_{D(x)} A_r x(s) ds =
\sum_{j=1}^{m} \int_{\Omega} |f(s, x_j(s))|^q ds - \sum_{j=1}^{m} |f(s, 0)|^q ds - 2r^{-p} \mu_F(r)^q \sum_{j=1}^{m} \int |x_j(s)|^q ds \leq
\leq (2r^{-p} \|P_{D(x)}x\|_p + 1) \mu_F(r)^q - 2r^{-p} \mu_F(r)^q \|P_{D(x)}x\|_p \leq \mu_F(r)^q ;
\]

hence
\[
\int_{\Omega} A_r x(s) ds \leq \mu_F(r)^q (x \in L_p, \mu(s)|x(s)|^p \leq r^p).
\]

Lemma 1.3 implies that $a_r(s, u) \leq \overline{a}_r(s) (\mu(s)|u|^p \leq r^p)$ for some $\overline{a}_r \in L_1$ with $\|\overline{a}_r\|_1 \leq \mu_F(r)^q$. But this means that $|f(s, u)|^q \leq |f(s, 0)|^q + \overline{a}_r(s) + 2r^{-p} \mu_F(r)^q |u|^p$ for $\mu(s)|u|^p \leq r^p$; consequently, we may take $a_r(s) = |f(s, 0)|^q + \overline{a}_r(s)$ and $b_r = 2r^{-p} \mu_F(r)^q$. Moreover, by definition (3.20) we get
\[
\nu_F(r)^q \leq \|F\theta\|_q^q + \mu_F(r)^q + 2r^{-p} \mu_F(r)^q r^p = \|F\theta\|_q^q + 3\mu_F(r)^q,
\]

which proves the second estimate in (3.22). $\Leftarrow$

We point out that Theorem 3.3 simplifies in case $\Omega_d = \emptyset$: by Theorem 2.3, $F$ is always bounded from $L_p$ into $L_q$, in fact, since $\mu(s) = 0$ in this case, condition (3.21) reads
\[
|f(s, u)|^q \leq a(s) + b|u|^p, \tag{3.23}
\]

which is just the acting condition (3.17) of Theorem 3.1.

Evidently, for many applications it is desirable to find explicit formulas for the growth function (2.24), rather than just estimates. Surprisingly, it is in fact possible to find such formulas. We shall now describe this in detail in the case $p = q = 1$; afterwards we shall show that this is not really a restriction.

For brevity, we shall call a Carathéodory function $f$ admissible if $f(s, u) \geq 0$ and $f(s, 0) \equiv 0$ (nonnegativity), $f(s, -u) = f(s, u)$ (evenness), and $f(s, (1 - \lambda)u_0 + \lambda u_1) \geq (1 - \lambda)f(s, u_0) + \lambda f(s, u_1)$ for $0 \leq \lambda \leq 1$ (concavity). For such functions, the limits $\alpha(s) = \lim_{u \to -\infty} \frac{1}{u} f(s, u)$, and $\beta(s) = \lim_{u \to 0} \frac{1}{u} f(s, u)$ exist, and the left and right derivatives of $f$ with respect to $u$ satisfy $\alpha(s) \leq f_u^{(l)}(s, u) \leq f_u^{(r)}(s, u) \leq \beta(s)$, it is convenient to assume here that $\leq f_u^{(l)}(0, s, 0)$. By $f'(s, u)$ we denote the interval $[f_u^{(r)}(s, u), f_u^{(l)}(s, u)]$, i.e. we identify the number $f'(s, u)$ and the singleton $\{f'(s, u)\}$ if the derivative exists. With this notation, the relation $\lambda \in f'(s, u)$ certainly has a solution for every $\lambda > \alpha(s)$, and sometimes also for $\lambda = \alpha(s)$. Let $H(\lambda)$ be the set of all function $w \in S$ for which $\lambda \in f'(s, w(s))$, and let $\Lambda$ be the set of all $\lambda \geq 0$ such that $H(\lambda) \neq \emptyset$. Obviously, $\Lambda$ is either the interval $(\alpha, \infty)$, or the interval $[\alpha, \infty)$, where
\[
\alpha = \|\alpha\|_\infty = \text{ess sup}_{s \in \Omega} \alpha(s).
\]
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It is not hard to see that the set $H(\lambda)$ is closed and convex, and in fact coincides with the set of all $w \in S$ such that $w_-(\lambda, s) \leq w(s) \leq w_+(\lambda, s)$, where $w_-(\lambda, s)$ and $w_+(\lambda, s)$ are the minimal and maximal solutions, respectively, of the relation $\lambda \in f'_u(s, u)$.

We still introduce the multi-valued function $\omega(\lambda) = [\omega_-(\lambda), \omega_+(\lambda)]$ (lambda $\in \Lambda$), where $\omega_-(\lambda) = \inf\{\|w\|_1 : w \in H(\lambda)\}$, and $\omega_+(\lambda) = \sup\{\|w\|_1 : w \in H(\lambda)\}$. By construction, for each $r \in \omega(\lambda)$ one can find a function $w \in H(\lambda)$ such that $\|w\|_1 = r$.

Observe that $\lim_{\lambda \to \infty} \omega_-(\lambda) = 0$; unfortunately, the analogous relation $\lim_{\lambda \to \alpha_*} \omega_+(\lambda) = \infty$ is not always true. Let $r_* = \lim_{\lambda \to \alpha_*} \omega_+(\lambda)$; if $r_*$ is finite, we must still introduce the set $H(\alpha_*; \varepsilon)$ of all $w \in S$ for which

$$\alpha_* - \varepsilon \leq f^{(r)}(s, w(s)) \leq f^{(0)}(s, w(s)) \leq \alpha_* + \varepsilon.$$

These sets are also nonempty for any $\varepsilon > 0$; moreover, for each $r \geq r_*$ one can find a function $w_\varepsilon \in H(\alpha_*; \varepsilon)$ such that $\|w_\varepsilon\|_1 = r$.

The following theorem gives an explicit formula for calculating the growth function (2.24) of $F$ in the space $L_1$. To this end, let

$$W_r = \bigcup_{r \in \omega(\lambda)} H(\lambda) \cap B_r(L_1) \ (r < r_*),$$

and

$$W_{r, \varepsilon} = H(\alpha_*; \varepsilon) \cap B_r(L_1) \ (r \geq r_*).$$

**Theorem 3.4.** Let $f$ be an admissible function, and suppose that the superposition operator $F$ generated by $f$ acts in the space $L_1$. Then the growth function (2.24) of $F$ is given by

$$\mu_F(r) = \begin{cases} \|Fw_r\|_1 & \text{if } r < r_*, \\ \lim_{\varepsilon \to 0} \|Fw_{r, \varepsilon}\|_1 & \text{if } r \geq r_* \end{cases}$$

where $w_r \in W_r$ and $w_{r, \varepsilon} \in W_{r, \varepsilon}$ arbitrary. Moreover, the equality

$$\mu_F(r) = \nu_f(r)$$

holds, where

$$\nu_f(r) = \inf\{\|a\|_1 + br : |f(s, u)| \leq a(s) + b|u|\}. \quad (3.24)$$

$\Rightarrow$ Suppose first that $r < r_*$ and $\|x\|_1 \leq r$. Then for any $w \in W_r$ we have $f(s, u) \leq f(s, w(s)) + \lambda(u - w(s))$, and hence, for $u = x(s), f(s, x(s)) \leq f(s, w(s)) + \lambda(|x(s)| - |w(s)|)$, i.e. $\|Fx\|_1 \leq \|Fw\|_1 + \lambda(\|x\|_1 - 1) \leq \|Fw\|_1$, which implies that $\mu_F(r) \leq \|Fw\|_1$. The converse inequality follows trivially from the fact that $\|w\|_1 = r$.

Now let $r \geq r_*$. Then for $w \in W_{r, \varepsilon}$ we have $f(s, u) \leq f(s, w(s)) + \alpha_*(u - w(s)) + \varepsilon(u + w(s))$, and hence, for $u = x(s), f(s, x(s)) \leq f(s, w(s)) + \alpha_*(|x(s)| - w(s)) + \varepsilon(|x(s)| + w(s))$, i.e. $\|Fx\|_1 \leq \|Fw\|_1 + \alpha_* \|x\|_1 - 1 + 2\varepsilon r \leq \|Fw\|_1 + 2\varepsilon r$, which implies that $\mu_F(r) \leq \lim_{\varepsilon \to 0} \|Fw\|_1$. The inequality $\mu_F(r) \geq \lim_{\varepsilon \to 0} \|Fw\|_1$ is obvious.

To show (3.24), it suffices to choose $a(s) = f(s, w(s)) - \lambda w(s), b = \lambda$ in the case $r < r_*$, and $a(s) = f(s, w(s)) - (\alpha_* - \varepsilon)w(s), b = \alpha_* + \varepsilon$ in the case $r \geq r_*$. \(\Leftarrow\)
Theorem 3.4 gives explicit formulas for the calculation of \( \mu_F(r) \) if the function \( f \) is admissible. The general case can always be reduced to this special one, provided the measure \( \mu \) is atomic-free. To see this, let \( f \) be a sup-measurable function which generates a superposition operator \( F \) in \( L_1 \). By Theorem 3.1, we then have
\[
|f(s, u)| \leq a(s) + b|u|
\] (3.26)
for some \( a \in L_1 \) and \( b \geq 0 \). Denote by \( a_b(s) \) the infimum (in the space \( S \)) of all functions \( a \in L_1 \) for which (3.26) holds for fixed \( b \geq 0 \). Then (3.26) is true for \( a = a_b \), the function \( a_b \) depends monotonically on \( b \), and the function
\[
\check{f}(s, u) = \inf_{b \geq 0} \{a_b(s) + b|u|\}
\]
is sup-measurable, satisfies the estimate \( |f(s, u)| \leq \check{f}(s, u) \), and defines a superposition operator \( \check{F} \) in \( L_1 \). Moreover, the function \( \check{f}(s, u) - \check{f}(s, 0) \) is admissible; therefore we call \( \check{f} \) the admissible majorant of \( f \).

The following theorem, which is proved by standard methods of convex analysis, essentially completes Theorem 3.4.

**Theorem 3.5.** Let \( f \) be a sup-measurable function, and suppose that the superposition operator \( F \) generated by \( f \) acts in the space \( L_1 \), where the underlying measure \( \mu \) is atomic-free. Let \( \check{f} \) be the admissible majorant of \( f \), and \( \check{F} \) the superposition operator generated by \( \check{f} \) in \( L_1 \). Then \( \mu_{\check{F}}(r) = \mu_F(r) \) and \( \nu_{\check{F}}(r) = \nu_F(r) \); consequently, (3.24) holds.

So far we have only dealt with the case \( p = q = 1 \). It is not hard to see, however, that Theorem 3.4 and 3.5 carry over to the general case \( 1 \leq p < \infty \), \( 1 \leq q < \infty \). This follows from the following elementary lemma:

**Lemma 3.1.** If a sup-measurable function \( f \) generates a superposition operator \( F \) from \( L_p \) into \( L_q \), the function \( g(s, u) = |f(s, |u|^{1/p} \text{sgn } u)|^q \) generates a superposition operator \( G \) in \( L_1 \). Conversely, if a sup-measurable function \( g \) generates a superposition operator \( G \) in \( L_1 \), the function \( g(s, u) = |g(s, |u|^{q/p} \text{sgn } u)|^{1/q} \) generates a superposition operator \( F \) from \( L_p \) into \( L_q \).

### 3.4 Absolute boundedness and uniform continuity

Recall that the operator \( F \) is called absolutely bounded from \( L_p \) into \( L_q \) if, whenever \( N \) is a bounded subset of \( L_p \), \( FN \) is an absolutely bounded subset of \( L_q \) (see (2.26)). If \( F \) is compact, \( F \) is also absolutely bounded; the converse is only true in the case \( \Omega_c = \emptyset \) (see Theorem 2.5). Roughly speaking, compactness of \( F \) may be considered as a combination of two properties, namely absolute boundedness and "constancy on \( \Omega_c \) i.e. \( f(s, u) \simeq c(s) \) (\( s \in \Omega_c \)).

**Theorem 3.6.** Let \( f \) be a sup-measurable function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_p \) into \( L_q \). Then the following three conditions are equivalent:

(a) \( F \) is absolutely bounded.

(b) For each \( r > 0 \) there exists a monotonically increasing function \( \Phi_r \) on \([0, \infty)\) such that (2.29) holds, and the superposition operator \( \check{F}_r \) generated by the function \( \check{f}_r(s, u) = u_0(s)\Phi_r[|f(s, u)|u_0(s)^{-1}] \) (with \( u_0 \) an arbitrary unit in \( L_q \)) is bounded on the ball \( B_r(L_p) \).
For each \( r > 0 \) and \( \varepsilon > 0 \) one can find a function \( a_\varepsilon \in L_1 \) such that
\[
|f(s, u)|^q \leq a_\varepsilon(s) + \varepsilon|u|^p \quad (\mu(s)|u|^p \leq r^p).
\] (3.27)

\( \Rightarrow \) The fact that (a) implies (b) follows from Theorem 2.4. Suppose that (b) holds. By Theorem 3.3 we have \( |u_0(s)| [ f(s, u)|^q \leq a_\varepsilon(s) + b_r|u|^p \), for \( \mu(s)|u|^p \leq r^p \), where \( a_\varepsilon \in L_1 \) and \( b_r \geq 0 \). Given \( \varepsilon \geq 0 \), choose \( \omega = \omega(\varepsilon) > 0 \) such that \( \Phi_r(t) = b_{r}^{-1/\varepsilon} \) for \( t \geq \omega \) which is possible by (2.29). For \( u_0(s)| [ f(s, u)|^q \leq b_r^{-1} \varepsilon [ f(s, u)|^q \leq b_r^{-1} \varepsilon a_\varepsilon(s) + \varepsilon|u|^p \) while for \( u_0(s)| [ f(s, u)|^q \leq \omega^q u_0(s)|^q \). Thus choosing \( a_\varepsilon(s) = b_r^{-1} \varepsilon a_{\varepsilon}(s) + \omega^q u_0(s)|^q \) yields (3.27) i.e. (c) holds.

Finally suppose that (c) is true, and fix \( x \in B_r(L_p) \). For any \( D \in \mathcal{M} \) we have, by (3.27), that \( \|P_D Fx\|_q \leq \|P_D a_\varepsilon\|_1 + \varepsilon r^p \). Since \( L_1 \) is regular we have
\[
\limsup_{\lambda(D) \to 0} \sup_{x \in B_r(L_p)} \|P_D Fx\|_q \leq \varepsilon r^p
\]
and thus \( FB_r(L_p) \) is absolutely bounded in \( L_q \) since \( \varepsilon > 0 \) is arbitrary. \( \Leftarrow \)

We pass now to continuity properties of the superposition operator in Lebesgue spaces. The general Theorems 1.4 and 2.6 imply immediately the following:

**Theorem 3.7.** Let \( f \) be a sup-measurable function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_p \) into \( L_q \). Then \( F \) is continuous if and only if \( f \) is sup-equivalent to some Carathéodory function.

As the example after Theorem 2.8 shows, continuity of \( F \) does not imply uniform continuity (on bounded sets). In Lebesgue spaces, however, one can give a necessary and sufficient condition for uniform continuity which is more explicit than Theorem 2.9. To state this condition, we recall that the modulus of continuity of an operator \( F \) is defined by
\[
\omega_F(r, \delta) = \sup\{\|Fx_1 - Fx_2\| : \|x_1\| \leq r, \|x_2\| \leq r, \|x_1 - x_2\| \leq \delta\}. \tag{3.28}
\]
Moreover, for \( r > 0 \) and \( \delta > 0 \) let
\[
\nu_F(r, \delta) = \inf\{\|a_\varepsilon\|_q + 2\varepsilon r^{p/q} + b_r \delta^{p/q}\}, \tag{3.29}
\]
here the infimum is taken over all triples \( (a_\varepsilon, \varepsilon, b_r) \in L_q \times (0, \infty) \times [0, \infty) \) such that
\[
|f(s, u) - f(s, v)| \leq a_\varepsilon(s) + \varepsilon(|u|^{p/q} + |v|^{p/q}) + b_r|u - v|^{p/q} \] (3.30)

for \( \mu(s)|u|^p \leq r^p, \mu(s)|v|^p \leq r^p, \) and \( \mu(s)|u - v|^p \leq \delta^p \).

**Theorem 3.8.** Let \( f \) be a sup-measurable function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_p \) into \( L_q \). Then \( F \) is uniformly continuous on bounded sets if and only if for each \( \varepsilon > 0 \) and \( r > 0 \) one can find \( b_\varepsilon \geq 0, \delta > 0 \) and \( a_\varepsilon \in L_q \) with \( \|a_\varepsilon\|_q \leq \varepsilon \) such that (3.30) holds for \( \mu(s)|u|^p \leq r^p, \mu(s)|v|^p \leq r^p, \) and \( \mu(s)|u - v|^p \leq \delta^p \). Moreover, the two-sided estimate
\[
\omega_F(r, \delta) \leq \nu_F(r, \delta) \leq (1 + 2^{1+1/q})\omega_F(r, \delta) \tag{3.31}
\]
holds, where \( \omega_F(r, \delta) \) is defined by (3.28) and \( \nu_F(r, \delta) \) by (3.29).
We shall not prove the sufficiency of (3.30) and the first inequality in (3.31), since they are completely analogous to the corresponding statements in Theorem 3.3.

To prove the necessity of (3.30), we may assume that \( f \) is a Carathéodory function; we claim that for every \( \mu \) for

\[
|f(s, x(s) + u) - f(s, x(s))| \leq a(s) + 2^{1/q} \delta^{-p/q} \omega_F(r, \delta)|u|^{p/q}
\]

for \( \mu(s)|u|^p \leq \delta^p \) and \( \mu(s)|x(s) + u|^p \leq r^p \), where \( a \in L_q \) (possibly depending on \( x \)) has norm \( \|a\|_q \leq \omega_F(r, \delta) \). In fact, let

\[
g_x(s, u) = \max\{0, |f(s, x(s) + u) - f(s, x(s))| - 2^{1/q} \delta^{-p/q} \omega_F(r, \delta)|u|^{p/q}\},
\]

and denote by \( G_x \) the superposition operator generated by \( g_x \). Given \( h \in L_p \) such that \( \mu(s)|h(s)|^p \leq \delta^p \) and \( \mu(s)|x(s) + h(s)|^p \leq r^p \), let \( D(h) \) be the set of all \( s \in \Omega \) for which \( G_x h(s) > 0 \). As in Theorem 3.3, we can write \( P_{D(h)} h \) as sum of at most \( m \) disjoint functions \( h_1, \ldots, h_m \) where \( m = [2^{\delta^{-p}}|P_{D(h)} h|_p^p] \), such that \( \|h_j\|_p \leq \delta \) and \( |x(s) + h_j(s)| \leq r \). But then \( \|F(x + h_j) - Fx\|_p \leq \omega_F(r, \delta) \), and hence

\[
\int_{\Omega} G_x h(s)q ds = \sum_{j=1}^m \int_{\Omega} G_x h_j(s)q ds =
\]

\[
= \sum_{j=1}^m \int_{\Omega} |f(s, x(s) + h_j(s)) - f(s, x(s))| - 2^{1/q} \delta^{-p/q} \omega_F(r, \delta)|h_j(s)|^{p/q}|q ds \leq
\]

\[
\leq \sum_{j=1}^m \int_{\Omega} |f(s, x(s) + h_j(s)) - f(s, x(s))|q ds - 2\delta^{-p} \omega_F(r, \delta)^q \int_{\Omega} |h_j|^{p/q} ds \leq
\]

\[
\leq (2\delta^{-p}|P_{D(h)} h|_p^p + 1) \omega_F(r, \delta)^q - 2\delta^{-p} \omega_F(r, \delta)^q \|P_{D(h)} h\|_p^p \leq \omega_F(r, \delta)^q.
\]

This shows that \( \|G_x h\|_q \leq \omega_F(r, \delta) \), and thus (3.30) holds. Further, the function

\[
g(s, u) = \sup_{t} \max\{0, |f(s, u + t) - f(s, t)| - 2^{1/q} \delta^{-p/q} \omega_F(r, \delta)|t|^{p/q}\}, \quad (3.32)
\]

where the supremum is taken over all \( t \) such that \( \mu(s)|t|^p \leq r^p \) and \( \mu(s)|x(s) + t|^p \leq r^p \),

generates a superposition operator \( G \) which maps the ball \( B_r(L_p) \) into the ball \( B_{\omega}(L_q) \)

with \( \omega = \omega_F(r, \delta) \). By the above reasoning, we see that the function (3.32) satisfies the estimate

\[
|g(s, u)| \leq a(s) + 2^{1/q} r^{-p/q} \omega_F(r, \delta)|u|^{p/q} \quad \text{for} \quad \mu(s)|u|^p \leq r^p,
\]

where \( a \in L_q \) has norm \( \|a\|_q \leq \omega_F(r, \delta) \). Now, this implies that

\[
|f(s, u) - f(s, v)| \leq a(s) + 2^{1/q} r^{-p/q} \omega_F(r, \delta)(|u|^{p/q} + |v|^{p/q}) + 2^{1/q} \delta^{-p/q} \omega_F(r, \delta)|u - v|^{p/q}.
\]

Note that (3.33) is just (3.30), where only \( \varepsilon \) is replaced by \( 2^{1/q} r^{-p/q} \omega_F(r, \delta) \) and \( b_\varepsilon \) by

\( 2^{1/q} \delta^{-p/q} \omega_F(r, \delta) \). Since \( \lim_{\delta \to 0} \omega_F(r, \delta) = 0 \), by assumption, (3.30) holds for any given \( \varepsilon > 0 \),

provided \( \delta > 0 \) is sufficiently small. Moreover, by (3.29), we conclude that \( \nu_f(r, \delta) \leq \|a\|_q + 2^{1/q} r^{-p/q} \omega_F(r, \delta)^{p/q} + 2^{1/q} \delta^{-p/q} \omega_F(r, \delta)^{p/q} \leq (1 + 2^{1/q}) \omega_F(r, \delta) \), which completes the proof. \( \Leftarrow \)
We point out that the conditions of Theorem 3.8 are again much easier formulated in the case $\Omega_d = \emptyset$.

We conclude this section with a criterion for weak continuity of the superposition operator in Lebesgue spaces which is just a reformulation of Theorem 2.10.

**Theorem 3.9.** Let $f$ be a sup-measurable function, and suppose that the superposition operator $F$ generated by $f$ acts from $L_p$ into $L_q$. Then $F$ is weakly continuous if and only if the restriction of $f$ to $\Omega_c \times \mathbb{R}$ satisfies

$$f(s, u) \simeq a(s) + b(s)u \ (s \in \Omega_c, u \in \mathbb{R}), \quad (3.34)$$

with $a \in L_q$ and $b \in L_q/L_p$, and the restriction of $f$ to $\Omega_d \times \mathbb{R}$ is a Caratheodory function.

### 3.5 Lipschitz and Darbo conditions

In this section we shall be concerned with superposition operators which satisfy a Lipschitz or Darbo condition in Lebesgue spaces. By Theorem 3.7, we may assume without loss of generality that the generating function $f$ satisfies the Caratheodory conditions.

The following result is an immediate consequence of Theorems 2.11 and 2.12:

**Theorem 3.10.** Let $f$ be a Caratheodory function, and suppose that the superposition operator $F$ generated by $f$ acts from $L_p$ into $L_q$. Then the following three conditions are equivalent:

(a) The operator $F$ satisfies a Lipschitz condition

$$\|Fx_1 - Fx_2\|_q \leq k(r)\|x_1 - x_2\|_p \ (x_1, x_2 \in B_r(L_p)). \quad (3.35)$$

(b) Given two functions $x_1, x_2$, one can find a function $\xi \in B_{k(r)}(L_q/L_p)$ such that (2.45) holds.

(c) The function $f$ satisfies a Lipschitz condition

$$|f(s, u) - f(s, v)| \leq g(s, w)|u - v| \ (|u|, |v| \leq w), \quad (3.36)$$

where the function $g$ generates a superposition operator $G$ which maps the ball $B_r(L_p)$ into the ball $B_{k(r)}(L_q/L_p)$.

Moreover, in the case $p = q$ ($p < q$, respectively) the function $g$ in (3.36) is essentially bounded (is identically zero, respectively). Finally, in the case $p > q$, each of the above conditions is equivalent to the following one:

(d) For each $\lambda > 0$, there exists a function $a_\lambda \in L_1$ such that $c(\rho) = \sup_{\lambda \geq \rho} \|a_\lambda\|_1 < \infty \ (\rho > 0)$ and

$$|f(s, u) - f(s, v)|^q \leq \lambda^{-q}a_\lambda(s) + \lambda^{p-q}|u - v|^p. \quad (3.37)$$

⇒ Only the equivalence of (a) and (d) is not contained in Theorems 2.11 and 2.12 and therefore has to be proved. Now, (3.37) implies that for $x_1, x_2 \in B_r(L_p)$ and
\( \lambda = \|x_1 - x_2\|_p^{-1} \) we have \( \|Fx_1 - Fx_2\|_q^q \leq \|x_1 - x_2\|_q^q c(1/2r) + \|x_1 - x_2\|_p^q \) i.e. (a) holds with \( k(r) = (c(1/2r) + 1)^{1/q} \). Conversely, if (3.35) holds for \( x_1, x_2 \in B_r(L_p) \), then for \( \lambda > 0 \) let

\[
g_\lambda(s, u, v) = \max\{0, |f(s, u) - f(s, v)|^q - \lambda^{p-q}|u - v|^p\}.
\]

Given two functions \( x_1, x_2 \in B_r(L_p) \), let \( D(x_1, x_2) \) denote the set of all \( s \in \Omega \) such that \( G_\lambda(x_1, x_2)(s) > 0 \), where \( G_\lambda \) is the superposition operator (of two variables) generated by \( g_\lambda \). For \( m = \lfloor k(r)^{pq/(p-q)}\lambda^{-p} \rfloor \) choose a partition \( \{D_1, \ldots, D_m\} \) of \( \Omega \) such that

\[
\int_{D_j} |x_1(s) - x_2(s)|^p ds \leq k(r)^{pq/(p-q)} \lambda^{-p} (j = 1, \ldots, m).
\]

Then (3.35) implies that

\[
\int_{D_j} |Fx_1(s) - Fx_2(s)|^q ds \leq k(r)^{pq/(p-q)} \lambda^{-q},
\]

hence \( \|G_\lambda(x_1, x_2)\|_1 \leq mk(r)^{pq/(p-q)} \lambda^{-q} - (m-1)k(r)^{pq/(p-q)} \lambda^{-q} = k(r)^{pq/(p-q)} \lambda^{-q} \) Consequently, the function

\[
a_\lambda(s) = \lambda^q \sup_{u, v > 0} g_\lambda(s, u, v)
\]

belongs to \( L_1 \) and \( c(\rho) = \sup_{\lambda \geq \rho} \|a_\lambda\|_1 \leq k(1/2\rho)^{pq/(p-q)} \). \( \Leftarrow \)

We remark that results analogous to those in Theorem 3.10 may be formulated for a Hölder condition

\[
\|Fx_1 - Fx_2\|_q \leq k(r)\|x_1 - x_2\|_p^\alpha \quad (x_1, x_2 \in B_r(L_p))
\]

(3.38)

with Hölder exponent \( \alpha \in (0, 1] \). For instance, if \( p < \alpha q \), (3.38) leads to the following condition: \( f(s, \cdot) \) is constant for \( s \in \Omega_c \), and \( |f(s, u) - f(s, v)| \leq k(r)|u - v|^\alpha \mu(s)^{\alpha/p} \) for \( s \in \Omega_d \) with \( \mu(s)|u|^p \leq r^p \) and \( \mu(s)|v|^p \leq r^p \). On the other hand, if \( p > \alpha q \), (3.38) is equivalent to the condition

\[
|f(s, u) - f(s, v)| \leq \frac{p - \alpha q}{\alpha q} \varepsilon^{-p/(p-\alpha)} \mu(s)^{\alpha/p} + \frac{\alpha q}{\alpha q} \varepsilon^{-p/(p-\alpha)} |u - v|^{p/q}
\]

for \( |u|, |v| \leq w, \mu(s)|u|^p \leq r^p, \mu(s)|v|^p \leq r^p \), and \( \mu(s)|u - v|^p \leq r^p \), where the functions \( g_\varepsilon \) generate a family of uniformly bounded superposition operators \( G_\varepsilon \) \((0 < \varepsilon < 1)\) from \( L_p \) into \( L_q \). The condition (3.37) of Theorem 3.10 becomes

\[
|f(s, u) - f(s, v)|^q \leq \lambda^{-\alpha q} a_\lambda(s) + \lambda^{p-\alpha q} |u - v|^p.
\]

Such results may be obtained by either adapting the proof for the Lipschitz condition (3.35) \((i.e. \alpha = 1)\), or observing that (3.38) means that \( \omega_{F}(r, \delta) = O(\delta^\alpha) \), which by (3.31) is in turn equivalent to \( \nu_{F}(r, \delta) = O(\delta^\alpha) \), with \( \nu_{F}(r, \delta) \) as given in (3.29).

Finally, we want to point out a special aspect of condition (3.35). If \( f(s, 0) = 0 \), (3.35) implies a sublinear growth estimate for \( F \), i.e.

\[
\|Fx\|_q \leq k(r)\|x\|_p \quad (x \in B_r(L_p)).
\]

(3.39)
Suppose now that the function $f$ satisfies a sublinear growth estimate with respect to $u$, i.e.,

$$|f(s, u)| \leq l(s)|u|$$  \hspace{1cm} (3.40)

for some $l \in L_{pq/(p-q)} (p \geq q)$. Obviously, it follows from the Hölder inequality (3.5) that (3.40) is sufficient for (3.39) (with $k(r) = ||l||_{pq/(p-q)}$). Surprisingly, the converse is not true, at least in the case $p > q$, as the following example shows: let $\Omega = [0, 1]$, with the Lebesgue measure $\mu$, and let

$$f(s, u) = \begin{cases} |u|^{p/q} s^{-(p-q)/q^2} \left[1 - \log |u|^{p/q} s^{-(p-q)/q^2}\right] & \text{if } |u|^{p/q} > s^{(p-q)/q^2}, \\ 1 & \text{if } |u|^{p/q} \leq s^{(p-q)/q^2}. \end{cases}$$

An easy computation shows that

$$f(s, u) = \inf_{\eta > 0} \{l_\eta(s) + \eta u^{p/q}\},$$

where $l_\eta(s) = \exp[-\eta s^{(p-q)/q^2}]$; thus $\|F x\| \leq \|l_\eta\| + \eta \|x\|^{p/q} = O(\eta^{-q/(p-q)}) + \eta \|x\|^{p/q}.$

Taking the minimum of the right side (for $\eta$) yields $\eta_{\min} \sim \|x\|^{-(p-q)/q};$ hence $\|F x\| = O(\|x\|_p)$, i.e. (3.39) holds. On the other hand, for large $|u|$ we have

$$\frac{1}{|u|} |f(s, u)| \sim \frac{1}{|u|} \sim s^{-(p-q)/pq},$$

which does not belong to $L_{pq/(p-q)}$ over $\Omega = [0, 1]$; thus, (3.40) fails.

To conclude this section, we want to compare the Lipschitz condition (3.35) with the Darbo condition

$$\alpha_q(FN) \leq k(r)\alpha_p(N) \ (N \subseteq B_r(L_p)), \hspace{1cm} (3.41)$$

where $\alpha_p$ denotes the Hausdorff measure of noncompactness (2.32) in the space $L_p$. Since the Lebesgue space $L_q$ is $\alpha$-nondegenerate for $1 \leq q < \infty$, Theorem 2.13 implies immediately the following:

**Theorem 3.11.** Let $f$ be a Carathéodory function, and suppose that the superposition operator $F$ generated by $f$ acts from $L_p$ into $L_q$. Then the Lipschitz condition (3.35) and the Darbo condition (3.41) are equivalent.

Theorem 3.11 implies again that every compact superposition operator in $L_p$ is necessarily constant, in accordance with Theorem 2.5.

### 3.6 Differentiability conditions and analyticity

In this section we shall formulate the differentiability results of Sections 2.7 and 2.8 for the superposition operator between Lebesgue spaces. It turns out that more precise statements are possible than those given in Chapter 2 for general ideal spaces. For example, one can give differentiability conditions for the operator $F$ in terms of the function $f$ which are both necessary and sufficient. Without loss of generality, we assume again that $f$ is a Carathéodory function.

We begin by rephrasing Theorems 2.14 and 2.15, which now read as follows:
Theorem 3.12. Let \( f \) be a Caratheodory function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_p \) into \( L_q \). If \( F \) is differentiable at \( x \in L_p \), the derivative has the form (2.55), where the function \( a \) given by (2.56) belongs to the multiplicator space \( L_q/L_p \). In particular, in the case \( p = q \) the function \( f \) has the form (2.59) for \( s \in \Omega_c \) with \( a \in L_q \) and \( b \in L_\infty \); in the case \( p < q \) the function \( f(s, \cdot) \) is constant for \( s \in \Omega_c \).

Conversely, if the superposition operator \( G \) generated by the function

\[
g(s, u) = \begin{cases} 
\frac{1}{u}[f(s, x(s) + u) - f(s, x(s))] & \text{if } u \neq 0, \\
a(s) & \text{if } u = 0,
\end{cases}
\]

acts from \( L_p \) into \( L_q/L_p \) and is continuous at \( \theta \), then \( F \) is differentiable at \( x \) and (2.55) holds.

Observe that the preceding theorem has two parts: the first one gives a necessary condition, the second one a sufficient condition for differentiability. In particular, the following example shows that the acting condition \( G(L_p) \subseteq L_q/L_p \) is sufficient, but not necessary for the differentiability of the operator \( F \) at \( x \).

Let \( \Omega = (0, 1] \), with the Lebesgue measure \( \mu \), and

\[
f(s, u) = \begin{cases} 
|s \log \frac{s}{2}|^{-1/2}(|u| - 1) & \text{if } |u| < 1, \\
|s \log \frac{s}{2}|^{-1/2} & \text{if } 1 \leq |u| < 2, \\
|s \log \frac{s}{2}|^{-1/2} & \text{if } |u| > 2.
\end{cases}
\]

It is not hard to see that the corresponding superposition operator \( F \) acts from \( L_2 \) into \( L_1 \) and is differentiable at \( x = \theta \) with \( F'(\theta) = \theta \). Moreover, the function (3.42) reads

\[
g(s, u) = \begin{cases} 
\frac{1}{u}f(s, u) & \text{if } u \neq 0, \\
0 & \text{if } u = 0.
\end{cases}
\]

Consequently, any constant function \( x(s) = c \) with \( c \geq 2 \) is mapped by \( G \) into the function \( g(s, c) = |s \log \frac{s}{2}|^{-1/2} \), which does not belong to the space \( L_1/L_2 = L_2 \).

Now we give a necessary and sufficient differentiability condition for \( F \) from \( L_p \) into \( L_q \). We shall restrict ourselves to the case \( p > q \); the "degeneracy statements in Theorem 3.12 show that this is the only interesting case.

Theorem 13. Let \( f \) be a Caratheodory function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_p \) into \( L_q \) (\( p > q \)). Then \( F \) is asymptotically linear if and only if the limit (2.65) exists, belongs to \( L_{pq/(p-q)} \), and satisfies the following condition: for each \( \lambda > 0 \), there exists a function \( a_\lambda \in L_1 \) such that \( \|a_\lambda\| \to 0 \) (\( \lambda \to \infty \)) and

\[
|f(s, x(s) + u) - f(s, x(s)) - a(s)u|^q \leq \lambda^{-q}a_\lambda(s) + \lambda^{p-q}|u|^p.
\]

\( \Rightarrow \) Define a function \( \tilde{f} \) by \( \tilde{f}(s, u) = f(s, x(s) + u) - f(s, x(s)) - a(s)u \), and let \( \tilde{F} \) be the superposition operator generated by \( \tilde{f} \) from \( L_p \) into \( L_q \). The differentiability of \( F \) at \( x \) is then equivalent to the condition \( \|\tilde{F}\|_q = o(\|x\|_p) \) (\( \|x\|_p \to 0 \)), i.e. \( \mu_{\tilde{F}}(r) = o(r) \) (\( r \to 0 \)); by the two-sided estimate (3.22) (observe that \( \tilde{F}\theta = \theta \)), this is in turn equivalent to \( \nu_{\tilde{f}}(r) = o(r) \) (\( r \to 0 \)), and from this the assertion follows easily. \( \Leftarrow \)

Observe that condition (3.43) is rather similar to (3.37), except for the fact that here \( \|a_\lambda\|_1 = o(1) \) instead of \( O(1) \).
An analogous result holds for asymptotic differentiability. First of all, the asymptotic derivative (if it exists!) has always the form (2.64), where the function \( a_\infty \) is given by (2.65).

**Theorem 3.14.** Let \( f \) be a Carathéodory function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_p \) into \( L_q \) \((p > q)\). Then \( F \) is differentiable at \( x \in L_p \) if and only if the limit (2.56) exists, belongs to \( L_{pq/(p-q)} \), and satisfies the following condition: for each \( \lambda > 0 \), there exists a function \( a_\lambda \in L_1 \) such that \( ||a_\lambda||_1 \to 0 \) \((\lambda \to 0)\) and

\[
|f(s,u) - a_\infty(s)u|^q \leq \lambda^{-q}a_\lambda(s) + \lambda^{p-q}|u|^p.
\] (3.44)

\( \Rightarrow \) The proof follows again from the fact that the asymptotic differentiability of \( F \) is equivalent to \( \nu_f(r) = o(r) \) \((r \to \infty)\) where \( \tilde{f}(s,u) = f(s,u) - a_\infty(s)u \) and \( \nu_f(r) \) is given in (3.20). \( \Leftarrow \)

Now we pass to existence results for higher derivatives. First of all, observe that, by formula (3.9) and Theorem 2.20, the existence of the \( n \)-th derivative \( F^{(n)}(x) \) of \( F \) in the case \( p = nq \) implies that

\[
f(s,u) = a_0(s) + a_1(s)u + \cdots + \frac{a_n(s)}{n!}u^n
\]

and in the case \( p < nq \) implies that

\[
f(s,u) = a_0(s) + a_1(s)u + \cdots + \frac{a_{n-1}(s)}{(n-1)!}u^{n-1}
\]

where \( a_k \) is given by (2.70). For \( p > nq \), we get the following "higher order analogue" of Theorem 3.13 which is proved in the same way:

**Theorem 3.15.** Let \( f \) be a Carathéodory function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_p \) into \( L_q \) \((p > nq)\). Then \( F \) is differentiable at \( x \in L_p \) if and only if the limits (2.70) exist for \( k = 0, \ldots, n \), belong to \( L_{pq/(p-kq)} \), and satisfy the following condition: for each \( \lambda > 0 \), there exists a function \( a_\lambda \in L_1 \) such that \( ||a_\lambda||_1 \to 0 \) \((\lambda \to \infty)\) and

\[
|f(s,x(s) + u) - f(s,x(s)) - a_1(s)u - \cdots - a_n(s)u^n|^q \leq \\
\leq \lambda^{-nq}a_\lambda(s) + \lambda^{p-nq}|u|^p.
\]

To conclude this section, we recall that \( L_p \) is a \( \Delta_2 \) space for each \( p \geq 1 \), and hence there are no nontrivial (i.e. non-polynomial) analytic superposition operators in Lebesgue spaces (see Theorem 2.20); we state this more precisely as follows:

**Theorem 3.16.** Let \( f \) be a sup-measurable function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_p \) into \( L_q \). If \( F \) is analytic in a neighbourhood of some point \( x \in L_p \), the function \( f(s,\cdot) \), for \( s \in \Omega_c \), is a polynomial of degree at most \( \lceil p/q \rceil \).

### 3.7 The case \( p = \infty \) or \( q = \infty \)
So far, we have restricted ourselves to the case when both \( p \) and \( q \) are real numbers in the interval \([1, \infty)\); now we shall briefly summarize some results in the case when at least one of these numbers is \( \infty \). As pointed out in Section 3.1, the properties of \( L_{\infty} \) are rather different from those of \( L_p \) for \( p < \infty \); recall, for instance, that \( L_{\infty} \) is completely irregular for \( \Omega_d = \emptyset \). In the sequel we shall always assume that \( f \) is a Carathéodory function. Since the proofs are in part obvious, in part similar to those of the corresponding theorems for \( p, q < \infty \), we shall not present them. To make the statements more transparent, we treat the cases \( \Omega_d = \emptyset \) and \( \Omega_e = \emptyset \) separately.

**Theorem 3.17.** Let \( \Omega_d = \emptyset \) and \( 1 \leq p, q < \infty \). The superposition operator \( F \) generated by \( f \) maps \( L_p \) into \( L_{\infty} \) if and only if

\[
|f(s, u)| \leq a(s) \ (u \in \mathbb{R})
\]

(3.45)

for some \( a \in L_{\infty} \), in this case, \( F \) is always bounded; \( F \) is continuous if and only if \( F \) is constant (i.e. \( f \) does not depend on \( u \)). The operator \( F \) maps \( L_{\infty} \) into \( L_q \) if and only if for all \( r > 0 \) there exists \( a_r \in L_q \) such that

\[
|f(s, u)| \leq a_r(s) \ (|u| \leq r);
\]

(3.46)

in this case, \( F \) is always bounded and continuous. The operator \( F \) maps \( L_{\infty} \) into \( L_q \) if and only if (3.46) holds with \( a_r \in L_{\infty} \), in this case, \( F \) is always bounded; \( F \) is continuous if and only if for all \( r > 0 \) there exists a continuous function \( b_r \) with \( b_r(0) = 0 \) such that

\[
|f(s, u) - f(s, v)| \leq b_r(|u - v|) \ (|u|, |v| \leq r).
\]

(3.47)

**Theorem 3.18.** Let \( \Omega_e = \emptyset \) and \( 1 \leq p, q < \infty \). The superposition operator \( F \) generated by \( f \) maps \( L_p \) into \( L_{\infty}^0 \) \( (L_{\infty}, \text{respectively}) \) if and only if

\[
\lim_{s \to \infty} f(s, u) = 0 \ (\lim_{s \to \infty} f(s, u) < \infty \ \text{respectively});
\]

\[ u \to 0 \]

(3.48)

in this case, \( F \) is always bounded; \( F \) is continuous if and only if \( f(s, \cdot) \) is continuous for all \( s \in \Omega_d \) (uniformly with respect to \( s \in \Omega_d \) respectively). The operator \( F \) maps \( L_{\infty} \) into \( L_q \) \( (L_{\infty}^0; L_{\infty}, \text{respectively}) \) if and only if there exist \( n \in \mathbb{N} \) and \( \delta > 0 \) such that

\[
|f(s, u)| \leq a(s) \ (s \geq n, |u| \leq \delta),
\]

(3.49)

for some \( a \in L_q \) \( (a \in L_{\infty}^0; a \in L_{\infty}, \text{respectively}); \) in this case, \( F \) is always bounded; \( F \) is continuous if and only if \( f(s, \cdot) \) is continuous for all \( s \in \Omega_d \) (for all \( s \in \Omega_d \), uniformly with respect to \( s \in \Omega_d \), respectively). The operator \( F \) maps \( L_{\infty} \) into \( L_q \) \( (L_{\infty}^0; L_{\infty}, \text{respectively}) \) if and only if for all \( r > 0 \) there exists \( a \in L_q \) \( (a \in L_{\infty}^0; a \in L_{\infty}, \text{respectively}) \) such that (3.46) holds; in this case, \( F \) is always bounded; \( F \) is continuous if and only if \( f(s, \cdot) \) is continuous for all \( s \in \Omega_d \) (for all \( s \in \Omega_d \), uniformly with respect to \( s \in \Omega_d \), respectively).

Let us make some comments on Theorems 3.17 and 3.18. First, they easily provide elementary formulas for the growth function (2.24). For example, if \( F \) maps \( X = L_{\infty} \) into \( Y = L_q \) or \( Y = L_{\infty} \) (\( \Omega \) arbitrary), then

\[
\mu_F(r)\|a_r\|_Y,
\]

(3.50)
where
\[ a_r(s) = \sup_{|u| \leq r} |f(s, u)|. \] (3.51)

The fact that any continuous superposition operator \( F \) from \( L_p \) into \( L_\infty \) (1 \( p \) \( \infty \), \( \Omega_d = \emptyset \)) degenerates is a simple consequence of Theorem 2.8.

Finally, we point out that continuity of the function \( f(s, \cdot) \) for \( s \in \Omega_d \) (i.e. not uniformly with respect to \( s \in \Omega \)) does not suffice to ensure the continuity of the corresponding superposition operator \( F \) from \( X = L_p \) or \( X = L_\infty \) into \( Y = L_\infty \) (\( \Omega \) arbitrary). A simple example is the operator generated by the function \( f(s, u) = \sin(u/s) \) (just take \( x_n(s) = 1/n \)).

### 3.8 The \( \mathcal{L} \)-characteristic

In this final section, we describe some properties of the \( \mathcal{L} \)-characteristics of the superposition operator introduced in Section 2.9. To this end, we first point out that many of the preceding results carry over to the case when \( F \) acts from \( L_p \) into \( L_q \) for 0 \( p \), \( q \) \( \infty \). The linear space \( L_p \) is not normable for 0 \( p \), but the functional

\[ [x]_p = \int_\Omega |x(s)|^p ds \] (3.52)

defines a \( p \)-norm on \( L_p \) which makes \( L_p \) a completely regular ideal \( p \)-normed space. It turns out that Theorem 3.1 holds also in this more general framework: the operator \( F \) maps \( L_p \) into \( L_q \) if and only if (3.17) holds for some \( a \in L_q \) and some \( b \geq 0 \).

Let \( f \) be a \( \sup \)-measurable function, and let \( F \) be the superposition operator generated by \( f \). By \( \mathcal{L}(F; \text{act.}) \) we denote the set of all points \((\alpha, \beta) \in [0, \infty) \times [0, \infty)\) such that \( F \) acts from the space \( L_{1/\alpha} \) into \( L_{1/\beta} \). Given \((\alpha_0, \beta_0), (\alpha_1, \beta_1) \in [0, \infty) \times [0, \infty)\), where without loss of generality \( \alpha_1 \leq \alpha_0 \), let

\[
\Sigma(\alpha_0, \beta_0; \alpha_1, \beta_1) = \begin{cases} 
(\alpha, \beta) : (\alpha, \beta) \in [0, \infty) \times [0, \infty), \beta_0 \leq \beta \leq \beta_1, \frac{\beta_0}{\alpha_0} \leq \frac{\beta}{\alpha} \leq \frac{\beta_1}{\alpha_1} & \text{if } \beta_0 \leq \beta_1, \\
(\alpha_0, \beta_0), (\alpha_1, \beta_1) & \text{if } \beta_0 > \beta_1.
\end{cases}
\] (3.53)

Thus, the set \( \Sigma(\alpha_0, \beta_0; \alpha_1, \beta_1) \) is a quadrangular domain in the plane if \( \beta_0 < \beta_1 \), a horizontal segment joining \((\alpha_0, \beta_0)\) with \((\alpha_1, \beta_1)\) if \( \beta_0 = \beta_1 \), and a set of two points if \( \beta_0 > \beta_1 \).

**Lemma 3.2.** \((\alpha_0, \beta_0), (\alpha_1, \beta_1) \in \mathcal{L}(F, \text{act.}), \) then \( \Sigma(\alpha_0, \beta_0; \alpha_1, \beta_1) \subseteq \mathcal{L}(F, \text{act.}) \).

\[ \Rightarrow \] For \((\alpha_0, \beta_0), (\alpha_1, \beta_1) \in \mathcal{L}(F, \text{act.}) \) we have, by (3.17),

\[ |f(s, u)| \leq a_j(s) + b_j|u|^{|\beta_j/\alpha_j|} \quad (j = 0, 1) \]

for some \( \alpha_j \in L_{1/\beta_j} \) and \( b_j \geq 0 \). Consequently,

\[ |f(s, u)| \leq \min\{a_0(s) + b_0|u|^{|\beta_0/\alpha_0|}, a_1(s) + b_1|u|^{|\beta_1/\alpha_1|}\} \leq \min\{a_0(s), a_1(s)\} + \min\{a_0(s), b_1|u|^{|\beta_1/\alpha_1|}\} + \]
Therefore we can write the function $f$ as a sum $f = f_1 + f_2 + f_3 + f_4$, where
\[ |f_1(s, u)| \leq \min\{a_0, a_1(s)\}, \quad |f_2(s, u)| \leq \min\{a_0(s), b_1|u|^{\beta_1}\}, \]
\[ |f_3(s, u)| \leq \min\{a_1(s), b_0|u|^{\beta_0}\}, \quad |f_4(s, u)| \leq \min\{b_0|u|^{\beta_0}, b_1|u|^{\beta_1}\} \]
hence $\mathcal{L}(F, \text{act.}) \supseteq \mathcal{L}(F_1, \text{act.}) \cap \mathcal{L}(F_2, \text{act.}) \cap \mathcal{L}(F_3, \text{act.}) \cap \mathcal{L}(F_4, \text{act.})$. Now, the $\mathcal{L}$-characteristic of $F_1$ includes the set of all $(\alpha, \beta)$ such that $\beta_0 \leq \beta \leq \beta_1$ or $\beta_1 \leq \beta \leq \beta_0$, that of $F_4$ the set of all $(\alpha, \beta)$ such that $\beta_0 \alpha_0^{-1} \leq \beta \alpha^{-1} \leq \beta_1 \alpha_1^{-1}$. Similarly, the $\mathcal{L}$-characteristic of $F_2$ (of $F_3$, respectively) includes the set of all $(\alpha, \beta)$ such that $0 \leq \alpha \leq \beta_0 \alpha_1 \beta_1^{-1}$ and $\alpha \beta_1 \alpha_1^{-1} \leq \beta \leq \beta_0$, or $\beta_0 \alpha_1 \beta_1^{-1} \leq \alpha < \infty$ and $\beta_0 \leq \beta \leq \alpha \beta_1 \alpha_1^{-1}$ (the set of all $((\alpha, \beta))$ such that $0 \leq \alpha \leq \beta_1 \alpha_0 \beta_0^{-1}$ and $\alpha \beta_0 \alpha_0^{-1} \leq \beta \leq \beta_1$ or $\beta_0 \alpha_0 \beta_0^{-1} \leq \alpha < \infty$ and $\beta_1 \leq \beta \leq \alpha \beta_0 \alpha_0^{-1}$, respectively). The intersection of these four sets is just the set $\Sigma(\alpha_0, \beta_0; \alpha_1, \beta_1) \Leftarrow$

We remark that the sets $\mathcal{L}(F, \text{act.})$ and $\Sigma(\alpha_0, \beta_0; \alpha_1, \beta_1)$ may coincide, and thus a more precise statement than Lemma 3.2 is, in general, not possible. For example, let $\Omega = \mathbb{R}$, with the Lebesgue measure $\mu$, and let $c_\alpha$ be a $L_1$-function which does not belong to any $L_p$ for $p \neq 1$. If for some fixed $(\alpha, \beta) \in [0, \infty) \times [0, \infty)$ we set
\[ f(s, u) = \min\{c_\alpha(s)^{\alpha_0} + |u|^{\beta_0/\alpha_0}, c_\alpha(s)^{\alpha_1} + |u|^{\beta_1/\alpha_1}\}, \]
then the $\mathcal{L}$-characteristic of the corresponding superposition operator $F$ coincides precisely with the set $\Sigma(\alpha_0, \beta_0; \alpha_1, \beta_1)$.

Under additional assumptions, however, more can be said about the $\mathcal{L}$-characteristic of the superposition operator. Suppose, for instance, that $\mu(\Omega) < \infty$. In this case $L_p$ is continuously imbedded in $L_q$ for $p \geq q$ (see (3.10)). From this and (3.17) it follows that $\mathcal{L}(F, \text{act.})$ includes the set
\[ \Sigma_c(\alpha_0, \beta_0) = \{(\alpha, \beta) : 0 \leq \alpha \leq \alpha_0, \beta \geq \beta_0\} \cup \{(\alpha, \beta) : \alpha \leq \alpha_0, \beta \geq \beta_0 \alpha_0^{-1} \alpha\} \]
(3.55)
whenever $(\alpha_0, \beta_0) \in \mathcal{L}(F, \text{act.})$. On the other hand, if $\Omega_c = \emptyset$ and $\mu(s) \geq \mu_0 > 0$, $L_p$ is continuously imbedded in $L_q$ for $p \leq q$ (see (3.11)). Here $\mathcal{L}(F, \text{act.})$ includes the set
\[ \Sigma_d(\alpha_0, \beta_0) = \{(\alpha, \beta) : 0 \leq \alpha \leq \alpha_0, \beta \geq \beta_0 \alpha_0^{-1} \alpha\} \cup \{(\alpha, \beta) : \alpha_0 \leq \alpha < \infty, \beta \leq \beta_0\} \]
(3.54)
whenever $(\alpha_0, \beta_0) \in \mathcal{L}(F, \text{act.})$.

We summarize our results in the following:

**Theorem 3.19.** If $(\alpha_0, \beta_0), (\alpha_1, \beta_1) \in \mathcal{L}(F, \text{act.})$ inclusion $\Sigma(\alpha_0, \beta_0; \alpha_1, \beta_1) \subseteq \mathcal{L}(F, \text{act.})$ holds, where $\Sigma(\alpha_0, \beta_0; \alpha_1, \beta_1)$ defined by (3.53). Moreover, $\mu(\Omega) < \infty$, the inclusion $\Sigma_c(\alpha_0, \beta_0) \subseteq \mathcal{L}(F, \text{act.})$ holds, where $\Sigma_c(\alpha_0, \beta_0)$ defined by (3.54). Finally, if $\Omega_c = \emptyset$ and $\mu(s) \geq \mu_0 > 0$ for $s \in \Omega_d$, the inclusion $\Sigma_d(\alpha_0, \beta_0) \subseteq \mathcal{L}(F, \text{act.})$ holds, where $\Sigma_d(\alpha_0, \beta_0)$ defined by (3.55).

3.9 Notes, remarks and references
1. Most facts about Lebesgue spaces mentioned in Section 3.1 may be found in [104]. Unfortunately, the space $L_p$ is not normable for $0 < p < 1$; for this reason, we restricted ourselves to the case $1 \leq p \leq \infty$ in order to apply the general results of Chapter 2. Nevertheless, many results carry over to the case when $F$ acts in the $p$-normed space $L_p$ for $0 < p < 1$, for instance, the basic Theorem 3.1. Moreover, it turns out that the associate space $L_{\tilde{p}}$ in case $0 < p < 1$ is the Banach space $Z_p$ defined by the norm (3.7).

2. Lebesgue spaces have been the first function spaces in which the superposition operator was studied systematically. The first results on continuity and boundedness of this operator in Lebesgue spaces over bounded domains $\Omega$ in Euclidean space are due to M.A. Krasnosel’skij [164-167] and, independently, M.M. Vajnberg [341-347]. For instance, the fact that the growth condition (3.19) is sufficient for $F$ to act from $L_p$ into $L_q$ is mentioned in [341-343]; the necessity of (3.19) (which is of course the nontrivial part) was first proved by M.A. Krasnosel’skij [166]. For functions $f$ without Caratheodory condition, Theorem 3.1 is mentioned in [171] (see also the end of §23 in [174]).

As an immediate consequence of Theorem 3.1, one can give a necessary and sufficient condition under which $F$ maps the weighted Lebesgue space $L_{\mu}(\sigma)$ of all functions $x \in S$ with

$$
\|x\|_{\mu,\sigma}^p = \int_\Omega |x(s)|^p \sigma(s) ds < \infty
$$

into another weighted Lebesgue space $L_{\tau}(\tau)$, namely [44]

$$
|f(s,u)| \leq a(s) + b\sigma(s)^{1/q} \tau(s)^{-1/q} |u|^{p/q}.
$$

As already mentioned, the literature on the superposition operator in Lebesgue spaces over bounded domains $\Omega$ in Euclidean space, equipped with the Lebesgue measure $\mu$, is vast (see e.g. [166] or [182]), while the case of discrete measures $\mu$ (i.e. sequence spaces $l_p$) has been treated only recently. For instance, all results given for the discrete case in this chapter can be found in [94], detailed proofs are given in [93]; for similar results in general sequence spaces see also [273].

3. The boundedness Theorems 3.2 and 3.3 follow from the corresponding theorems in ideal spaces (Theorem 2.2 and 2.3). A great advantage, however, consists in the fact one can calculate explicitly the growth function (2.24) in Lebesgue spaces. All results of the second part of Section 3.3, as well as many examples and comments, can be found in [30]. We remark that the problem of calculating the function $\mu_F(r)$ generalizes the classical one-dimensional allocation problem of dynamic programming (see e.g. [43]) which is obtained for $p = q = 1$ and $\Omega$ finite.

4. Theorem 3.6 may be considered as a consequence of the classical criterion of De la Vallee-Poussin for the absolute boundedness of subsets of $L_1$ (see e.g. [235]). The importance of absolutely bounded superposition operators in the theory of nonlinear integral equations of Hammerstein type was mentioned in Section 2.9; for Lebesgue spaces, this idea is due to P.P. Zabrejko and Je.l. Pustyl’nik [392].

The first (sufficient) condition for the uniform continuity of the superposition operator in Lebesgue spaces seems to be due to M.M. Vajnberg [346]. The general condition given in Theorem 3.8 is new, as well as the two-sided estimate (3.51) for the modulus of continuity of $F$, for the case $\Omega_c = \emptyset$ see [94].
The fact that a weakly continuous superposition operator from $L^p$ into $L^q$ is linear was proved in the case $\Omega_d = \emptyset$ in [289]; in its general form it follows, of course, from Theorem 2.10.

5. Lipschitz continuous superposition operators in Lebesgue spaces have been studied by several authors. The equivalence of the conditions (a) and (c) in Theorem 3.10 was proved in the case $p = q$ in [105] and [12]; for similar statements, see also [246], [247]. In its full generality, Theorem 3.10 follows, of course, from Theorems 2.11 and 2.12. The Hölder condition (3.38) was considered in Lebesgue spaces by W. S. Wang [365]. In this connection, we point out also that other analytical properties of $F$ in Lebesgue spaces are reflected in analogous properties of the corresponding function $f$. For instance, subadditive, subhomogeneous, and convex superposition operators $F$ in $L^p$ are characterized in [88] in terms of the generating function $f$. The paper [77] deals with applications of superposition operators which are maximal monotone in H. Brezis’ sense (see [63]).

The equivalence of the Lipschitz condition (3.35) and the Darbo condition (3.41) was proved for Lebesgue spaces first in [12]. In fact, the construction proposed in [12] is the same as in the proof of Theorem 2.13. We remark that also a "global version" of Theorem 3.10 is true, i.e. with (3.35) replaced by the condition $\|Fx_1 - Fx_2\|_q \leq k\|x_1 - x_2\|_p$ ($x_1, x_2 \in L^p$), see also (2.43). This global Lipschitz condition is in turn equivalent to the global Darbo condition $\alpha_q(FN) \leq k\alpha_p(N)$ ($N \subset L^p$ bounded), see also (2.49). Applications of this fact may be found in [13] and [20].

6. The first (sufficient) differentiability conditions for the superposition operator in Lebesgue spaces (with $\Omega_d = \emptyset$) go back to M.A. Krasnosel’skij [166), M.M. Vajnberg [346], and P.P. Zabrejko [372]. The fact that every differentiable superposition operator "degenerates" in case $p \leq q$ (more precisely, is linear for $p = q$ and constant for $p < q$) was observed by many authors (e.g. [105], [166], [347]). The example after Theorem 3.12 may be found in [182]. The necessary and sufficient conditions given in Theorems 3.13, 3.14 and 3.15 are all taken from [14]; see also [365]. In this connection, we mention another classical fact: if the superposition operator $F$ maps the space $L^p$ into the space $L^{\tilde{p}}$ (with $1/p + 1/\tilde{p} = 1$) then $F$ is a potential operator, namely the gradient of the Golomb functional

$$
\Phi(x) = \int_{\Omega} \int_0^{x(s)} f(s,u)du ds
$$

(3.56)

(see e.g. [347]). The first "pathologies" in the differentiability behaviour of superposition operators in Lebesgue spaces were discovered by M.A. Krasnosel’skij and M.M. Vajnberg. An example of a simple integral operator (involving nonlinear superpositions) which is Gateaux differentiable but not Frechet differentiable may be found in [95], Example 15.2.

The fact that any analytic superposition operator in Lebesgue spaces reduces to a polynomial (Theorem 3.16) is an immediate consequence of Theorem 2.20. This fact is rather disappointing, in view of the usefulness of Lebesgue spaces in applications, and may be the reason for the fact that analyticity properties of superposition operators in other than Lebesgue spaces have not been studied (except for [32] and [33]).

7. Many results mentioned in Section 3.7 are well-known "folklore". All proofs for
the case \( \Omega_d = \emptyset \) may be found in Chapter 10 of the book [380], for the case \( \Omega_c = \emptyset \) in [93] or [94].

8. The first paper on the \( L \)-characteristic of both linear and nonlinear operators in Lebesgue spaces is [381]. Much information on \( L \)-characteristics of the superposition operator in Lebesgue spaces is contained in §17 of the book [182]. The "geometric" statement of Theorem 3.18, however, is new (see [37] for further details).

9. We point out that there exist also some literature on the superposition operator in Lebesgue spaces of vector valued (or even Banach space valued) functions. Continuity and boundedness are studied in the Banach space case, for instance, in [9], [160] and [200]; a very detailed survey is [257]. In [200] the authors show the following: if \( B_1 \) and \( B_2 \) are two Banach spaces, \( f \) is a Borel-measurable function from \( \Omega \times B_1 \) into \( B_2 \), and \( F \) is continuous between the Bochner-Lebesgue spaces \( L_p(\Omega, B_1) \) and \( L_q(\Omega, B_2) \), then \( f \) is in fact a Caratheodory function. The papers [59-61] are concerned with the continuity, boundedness, and absolute boundedness of "generalized" superposition operators in Bochner-Lebesgue spaces.

A more general notion of superposition operators in Bochner-Lebesgue spaces was considered by G. Bruckner in [65-67]. An operator \( A \) from \( L_p(\Omega, B_1) \) into \( L_q(\Omega, B_2) \) is called generalized superposition operator in [65] if, for each \( s \in \Omega \), there is an operator \( A(s) \) from \( B_1 \) into \( B_2 \) such that \( Ax(s) = A(s)x(s) \) \( (x \in L_p(\Omega, B_1)) \). Using this concept, the author shows that certain "local" properties of such operators (Lipschitz continuity, Hölder continuity, monotonicity etc.) imply the corresponding "global" properties; for further results in this spirit, see also [232].

Finally, the survey [254] contains a detailed study of the superposition operator between Lebesgue spaces on \( C^\infty \) vector bundles over a compact manifold.

10. To conclude, we mention that there is also a vast literature on the integral functional (1.39) on subsets of Lebesgue spaces; the "interaction" of the properties of this functional and the superposition operator \( F \) on subsets of the space \( S \) was discussed in Chapter 1 (see e.g. Lemma 1.7 or [36]). A crucial point is here the representation problem for certain additive functionals \( \Phi \) on Lebesgue spaces in the form (1.39). Some aspects of this problem are dealt with in [227] and, more generally, in [9] and [111]; for a recent survey, see Chapter 2 of [71]. For Banach space valued functions, this problem is studied from a very general point of view in [145]. The paper [212] deals with the problem of extending functionals like (1.39) from closed subspaces to the whole of \( L_p \). Finally, boundedness and continuity properties of the related integral operator

\[
\Psi x(t) = \int_\Omega f(t, x(s)) ds
\]

in Lebesgue spaces are discussed in [253].
Chapter 4
The superposition operator in Orlicz spaces

Whenever one has to deal with problems involving rapidly increasing nonlinearities (e.g. of exponential type), Orlicz spaces are more appropriate than Lebesgue spaces. Since Orlicz spaces are ideal spaces, many statements of this section are just reformulations of the general results of Chapter 2, and therefore are cited mostly without proofs. However, in contrast to Lebesgue spaces, several new features occur in Orlicz spaces. For instance, the superposition operator may act from one Orlicz space into another and be bounded but not continuous, or continuous but not bounded.

It turns out again that $F$ is weakly continuous between Orlicz spaces if and only if $f$ is affine in $u$. Further, the Lipschitz and Darbo conditions for $F$ coincide, as in Lebesgue spaces, and one gets the same "degeneracy"phenomenon if the second space is "essentially smaller"than the first one.

As in Lebesgue spaces, one can give conditions for differentiability and asymptotic linearity which are both necessary and sufficient. Again, $f$ reduces to an affine function if $F$ is differentiable from a "large"into a "small"space. On the other hand, the class of analytic superposition operators in Orlicz spaces is reasonably large; in contrast to Lebesgue spaces, a degeneration to polynomials occurs only under an additional restriction on the first space.

4.1 Orlicz spaces

As before, let $\Omega$ be an arbitrary set, $\mathcal{M}$ some ($\sigma$-algebra of subsets of $\Omega$, and $\mu$ a $\sigma$-finite and countably additive measure on $\Omega$ together with $\mu$ we shall sometimes consider an equivalent normalized countably additive measure $\lambda$ (see Section 1.1).

Recall that an $(\mathcal{M} \otimes \mathcal{B}, \mathcal{B})$-measurable function $M : \Omega \times \mathbb{R} \to [0, \infty]$ is called a Young function if, for almost all $s \in \Omega$, $M(s, \cdot)$ is even, convex, and lower semi-continuous on $\mathbb{R}$ with $M(s, 0) = 0$; to exclude trivial situations, we suppose that $M(s, u) \neq 0$ and $M(s, u) \neq \infty$. Important examples are

$$M(u) = M_p(u) = \frac{1}{p}|u|^p \ (1 \leq p < \infty) \quad (4.1)$$

and

$$M(u) = M_\infty(u) = \begin{cases} 0 & \text{if } |u| \leq 1, \\ 1 & \text{if } |u| > 1. \end{cases} \quad (4.2)$$

With each Young function $M$ on $\Omega \times \mathbb{R}$ we associate the function

$$\delta(s) = \delta_M(s) = \sup\{|u| : M(s, u) < \infty\}, \quad (4.3)$$
taking values in \([0, \infty]\). For \(u \in [-\delta(s), \delta(s)]\) the function \(M\) may be represented as integral

\[
M(s, u) = \int_0^{|u|} m(s, t) dt
\]

(4.4)

where \(m(s, \cdot)\) is increasing on \([0, \infty)\).

Given a measurable function \(x\) on \(\Omega\), the functional

\[
M[x] = \int_\Omega M(s, x(s)) ds
\]

(4.5)

is called the Orlicz modular generated by the Young function \(M\). For each \(r > 0\) the set

\[
\Sigma_M^r = \{ x : x \in S, M[x/r] < \infty \}
\]

(4.6)

is called the Orlicz class (of height \(r\)) generated by \(M\). Observe that the set \(\Sigma_M^r\) is, in general, not a linear space; in fact, for \(m(s, u) = e^u - 1\) and \(x(s) = \frac{1}{\alpha} \log s\) (\(0 < s < 1\)) we have \(x \in \Sigma_M^r\) for \(\alpha r > 1\) and \(x \not\in \Sigma_M^r\) for \(\alpha r \leq 1\). The set

\[
L_M = L_M(\Omega, M, \mu) = \bigcup_{r>0} \Sigma_M^r,
\]

(4.7)

however, is a linear space. Equipped with either the Luxemburg norm

\[
\|x\|_M = \inf \{ \lambda : \lambda > 0, M[x/\lambda] \leq 1 \}
\]

(4.8)

or the Orlicz-Amemiya norm

\[
\|x\| = \inf_{l>0} \frac{1}{l} (1 + M[l|x|]),
\]

(4.9)

the set \(L_M\) becomes an ideal space, the Orlicz space generated by the Young function \(M\). Both norms, (4.8) and (4.9), are equivalent, since \(\|x\|_M \leq \|x\| \leq 2\|x\|_M\). In the sequel, however, we shall mostly consider the Luxemburg norm (4.8), because it has simpler properties than the norm (4.9). For instance, the unit ball \(B_1(L_M)\) with respect to (4.8) is simply characterized by the condition \(M[x] \leq 1\); for further results, see e.g. Lemma 4.1.

Orlicz spaces are natural generalizations of Lebesgue spaces: in fact, for \(M\) as in (4.1) (respectively (4.2)) we get \(L_M = L_p\) (respectively \(L_M = L_\infty\)), and the three norms (3.3), (4.8) and (4.9) coincide up to multiplicative constants.

As in Section 2.1, we consider the subspace \(L^0_M\) of all \(x \in L_M\) with absolutely continuous norm; the elements \(x \in L^0_M\) may be characterized equivalently by

\[
\lim_{\lambda(D) \to 0} \|P_D x\| = 0 \quad (\text{see (2.1)}) \quad \text{or} \quad \lim_{\lambda(D) \to 0} M[k P_D x] = 0 \quad (k > 0).
\]

Moreover, \(L^0_M\) is precisely the closure of the space \(M(u_0)\) (see (2.5)) with respect to one of the norms (4.8) or (4.9), where \(u_0\) is an arbitrary unit in \(L^0_M\). Finally, the space \(L^0_M\) coincides with the space

\[
E_M = E_M(\Omega, M, \mu) = \begin{cases} \bigcap_{r>0} \Sigma_M^r & \text{if } \Omega_d = \emptyset, \\ \bigcap_{r>0} \Sigma_{M,d}^r & \text{if } \Omega_c = \emptyset, \end{cases}
\]

(4.10)
where \( \Sigma_{r,d}^r \) consists of all \( x \in \Sigma_M^r \) such that \( \int_{\lambda(s) \leq \varepsilon} M(s,x(s))ds < \infty \) for some \( \varepsilon = \varepsilon(x) > 0 \).

In order to describe the sets \( \Sigma, \Pi \) and \( \Delta \) introduced in Section 2.2, we first remark that (see (2.11))

\[
\delta(s) = \delta_M(s) = \sup\{|u| : M(s,u) < \frac{1}{\mu(s)}\};
\]

(4.11)
in particular, in case \( \Omega_d = \emptyset \) this gives again (4.3); moreover, \( L_M \) is quasi-regular if and only if \( \delta_M(s) \equiv \infty \), and completely irregular if and only if \( \delta_M(s) < \infty \) for almost all \( s \in \Omega \). Further, for the function (2.13) we have

\[
\pi(x) = \pi_M(x) = \inf\{r : r > 0, x \in \Sigma_M^r\}.
\]

We conclude that

\[
\Delta = \Delta_M = \begin{cases} 
\{x : x \in L_M, \mu(s)M(s, x(s)) \leq 1\} & \text{if } \Omega_d = \emptyset, \\
\Omega_c = \emptyset, 
\end{cases}
\]

(4.13)

and

\[
\Sigma = \Sigma_M = \{x : x \in S, M[x] < \infty\}
\]

is just the class \( \Sigma_M^1 \) introduced in (4.6).

Concerning the split functional \( H = H_M \) on the space \( L_M \) (see (2.15)), we remark that the two-sided estimates

\[
M[x] \leq H_M(x) \leq 1 + M[x] \quad (\Omega_d = \emptyset, x \in \Omega_M)
\]

(4.14)

and

\[
M[x] \leq H_M(x) \leq 1 + 2M[x] \quad (\Omega_c = \emptyset, x \in \Delta_M)
\]

(4.15)

hold which correspond to the estimates (3.15) and (3.16), respectively, for Lebesgue spaces.

Given a Young function \( M \), the function

\[
\tilde{M}(s,v) = \sup_{u \geq 0}\{u|v| - M(s,u)\}
\]

(4.16)
is called the associated Young function to \( M \). By definition, the Young inequality

\[
uvw \leq M(s,u) + \tilde{M}(s,v)
\]

(4.17)
holds; moreover, it is not hard to see that \( \tilde{M} = M \). If \( M \) is given by the relation (4.4), \( \tilde{M} \) may be given by

\[
\tilde{M}(s,v) = \int_0^{|v|} \tilde{m}(s,t)dt,
\]

(4.19)
where \( \tilde{m}(s,v) = \sup\{u : u \geq 0, m(s,u) < v\} \) is the left continuous inverse of the function \( m \). In particular, in case \( M = M_p \) (see (4.1) and (4.2)) we have \( \tilde{M} = M_{\tilde{p}} \) with \( 1/p + 1/\tilde{p} = 1 \) (\( 1 \leq p \leq \infty \)).
The associated Young function $\tilde{M}$ allows us to give a precise description of the
associate space $\tilde{L}_M$ of $L_M$. Indeed, the relations $\|x\|_{\tilde{M}} = \sup\{< x, y >: \|y\|_{\tilde{M}} \leq 1\}$ and $\|x\|_{\tilde{N}} = \sup\{< x, y >: \|y\|_{\tilde{N}} \leq 1\}$ show that $\tilde{L}_M$ with the norm (4.8) (respectively the
norm (4.9)) is nothing else but the Orlicz space $L_{\tilde{M}}$ with the norm (4.9) (respectively the
norm (4.8)).

Now we are going to describe the multiplicator space $L_N/L_M$. To this end, we first
suppose that $\Omega_d = \emptyset$ and $\mu(\Omega_c) < \infty$. Given two Young functions $M$ and $N$, we write
$M \supseteq N$ if
\begin{equation}
\lim_{u \to \infty} \frac{N(s, ku)}{M(s, u)} = 0
\end{equation}
uniformly in $s \in \Omega$, for every $k > 0$, and $M \supset N$ if
\begin{equation}
\lim_{u \to \infty} \frac{N(s, ku)}{M(s, u)} < \infty
\end{equation}
uniformly in $s \in \Omega$ for some $k > 0$.

In the first case, $L_M$ is imbedded into $L_N$ and the imbedding is absolutely bounded
(see Section 2.4); in the second case, $L_M$ is imbedded into $L_N$ and the imbedding is only
bounded, but not necessarily absolutely bounded. We point out that the condition $M \supseteq N$
(the condition $M \supset N$, respectively) is also necessary for the fact that $L_M$ is imbedded
(absolutey boundedly imbedded, respectively) into $L_N$ if the Young functions $M$ and $N$
do not depend on $s$. For example, $M_p \supseteq M_q$ (respectively $M_p \supset M_q$) if and only if $p \geq q$
(respectively $p > q$).

Generally speaking, Orlicz spaces $L_M$ with an autonomous Young function $M = M(u)$ are much easier to handle than those with $M = M(s, u)$. For instance, they are
examples of so-called symmetric spaces, which will be described in detail in Chapter 5. An
important property of such spaces is that the norm of the characteristic function $\chi_D$
of $D \in \mathcal{M}$ depends only on the measure $\mu(D)$ of $D$. In fact, an easy calculation shows
that in case $M = M(u)$
\begin{equation}
\|\chi_D\|_{\tilde{M}} = \frac{1}{M^{-1}(1/\mu(D))}, \quad \|\chi_D\|_{\tilde{M}} = \mu(D)\tilde{M}^{-1}(1/\mu(D)).
\end{equation}

Now, the multiplicator space $L_N/L_M$ (see (2.40)) may be described as follows (in case
$\Omega_d = \emptyset$ and $\mu(\Omega_c) < \infty$):
\begin{equation}
L_N/L_M = \begin{cases} 
\{\emptyset\} & \text{if } N \supseteq M, \\
L_{\infty} & \text{if } N \supset M, \\
L_R & \text{if } M \supset N,
\end{cases}
\end{equation}
where $L_R$ is the Orlicz space defined by the Young function
\begin{equation}
R(s, v) = \sup_{u \geq 0} \{N(s, uv) - M(s, u)\}.
\end{equation}

Observe again that in case $M = M_p$ and $N = M_q$ (see (4.1), (4.2)) the Young function
(4.22) in the third case (i.e. $p \geq q$) becomes $R = M_r$ with $r^{-1} = q^{-1} = p^{-1}$. Moreover, the
choice $N = M_1$ in (4.22) gives again the associated Young function (4.16), in agreement
with the fact that $L_M = L_1/L_M = L_{\tilde{M}}$.
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A similar result holds for the $n$-th order multiplicator space $L_N/L_M^n$ (see (2.67)). For instance, if
\[ \lim_{u \to \infty} \frac{N(s, ku^n)}{M(s, u)} = 0 \]
for all $k > 0$, i.e. the Young function $N_n(s, u) = N(s, u^n)$ satisfies $M \sqsupseteq N_n$, the space $L_N/L_M^n$ is just the Orlicz space $L_{R_n}$ generated by the Young function
\[ R_n(s, v) = \sup_{u \geq 0} \{ N(s, u^n, v^n) - M(s, u) \}. \]

To conclude our summary on Orlicz spaces, we discuss an important special class of Young functions. It is evident that the Young function $M$ determines the properties of the Orlicz space $L_M$. Generally speaking, the more restricted the rate of growth of $M$ in $u$, the "nicer" the properties of the space $L_M$. The most important of such growth restrictions is the so-called $\Delta_2$ condition which states that for any $c > 0$ one can find $b > 0$, $\varepsilon > 0$, $\delta > 0$, and $p \in L_1$ such that
\[ M(s, cu) \leq bM(s, u) + p(s) \] (4.23)
for all $s \in \Omega$ with $\lambda(s) \leq \varepsilon$ and $\mu(s)M(s, u) \leq \delta$; here the problem of specifying the arguments $(s, u) \in \Omega \times \mathbb{R}$ for which (4.23) should hold is somewhat delicate. Loosely speaking, (4.23) is required for large $|u|$ if $\Omega_d = \emptyset$ and $\mu(\Omega_c) < \infty$, for small $|u|$ and large $s$ if $\Omega_c = \emptyset$ and $\Omega_d \subseteq \mathbb{N}$, and for all $u$ if $\mu(\Omega_c) = \infty$; in the sequel we will tacitly assume that the $\Delta_2$ condition (4.23) is understood in the appropriate sense, depending on the underlying set $\Omega$.

To give a simple example, the Young function $M(u) = \frac{1}{p} |u|^p$ satisfies the $\Delta_2$-condition (4.23), while the Young function $e^{su} - |u| - 1$ (see above) does not.

Roughly speaking, if $M$ satisfies a $\Delta_2$ condition (which we denote by $M \in \Delta_2$ in what follows), the corresponding Orlicz space $L_M$ has properties similar to those of the Lebesgue space $L_\rho$. For example, the space $L_M$ is regular if and only if $M \in \Delta_2$; consequently, the associate space $\tilde{L}_M$ coincides with the dual space $L_M^*$ if and only if $M \in \Delta_2$. In case $\Omega_d = \emptyset$ the regular part $L_M^0$ of $L_M$ (see (2.1)) is nothing else but the subspace $E_M$ introduced in (4.10), and hence $L_M = E_M$ if and only if $M \in \Delta_2$. Moreover, we remark that $(L_M^0)^* = L_{\tilde{M}}$ with $\tilde{M}$ given by (4.16); this gives again the relation $L_M^* = \tilde{L}_M = L_{\tilde{M}}$ in case $M \in \Delta_2$. Finally, the space $L_M$ is reflexive if both $M \in \Delta_2$ and $M \in \Delta_2$.

Let us return to the estimates (4.14) and (4.15). Let $\Omega_d = \emptyset$. Since $L_M = E_M$ if and only if $M \in \Delta_2$, the modular (4.5) is bounded on each ball $B_r(L_M)$ with $r > 1$ if and only if $M \in \Delta_2$; by (4.14) and (4.15), the same is true for $H_M$. In this way, we arrive at the following important lemma:

**Lemma 4.1.** Let $\Omega_d = \emptyset$. The Orlicz space $L_M$ (with the Luxemburg norm (4.8)) is a $\Delta_2$ space if and only if $M \in \Delta_2$.

Lemma 4.1 motivates the name "$\Delta_2$ space" for ideal spaces satisfying one of the properties stated in Lemma 2.3. The question arises, whether or not an Orlicz space $L_M$ with $M \notin \Delta_2$ belongs to some other class of ideal spaces introduced in Section 2.3. Here we have the following:
Lemma 4.2. Every Orlicz space \( L_M \) (with the Luxemburg norm (4.8)) is a \( \delta_2 \) space.

The proof of Lemma 4.2 is easy: in fact, the modular \( h(x) = M[x] \) has the properties (a) and (b) occurring in the definition of a \( \delta_2 \) space. Thus, every Orlicz space \( L_M \) with \( M \not\in \Delta_2 \) may serve as an example of a \( \delta_2 \) space (and hence split space, by Lemma 2.5) which is not a \( \Delta_2 \) space.

4.2 Acting conditions

The purpose of this section is to give a necessary and sufficient condition on \( f \) under which the corresponding superposition operator \( F \) acts between two Orlicz spaces \( L_M \) and \( L_N \). This is easy only in the case when the Young function \( M = M(s,u) \) has an inverse \( M^{-1} \) with respect to \( u \) for each \( s \in \Omega \). In this case, the following observation reduces the acting problem to the \( L_1 \)-case (compare Lemma 3.1):

Lemma 4.3. The superposition operator \( F \) generated by some sup-measurable function \( f \) maps the ball \( B_r(L_M) \) into the ball \( B_R(L_N) \) if and only if the superposition operator \( G \) generated by the function

\[
g(s,u) = N\{s, \frac{1}{R}[f(s, rM^{-1}(s,u))]\}
\]

(4.24)

maps the unit ball \( B_1(L_1) \) into itself.

\( \Rightarrow \) Suppose that \( G \) maps \( B_1(L_1) \) into itself for some \( r > 0 \) and \( R > 0 \), and let \( x \in B_r(L_M) \). By definition of the Luxemburg norm (4.8), this means that \( M[x/r] \leq 1 \), where \( M[x] \) is the modular (4.5). Consequently, the function \( \xi(s) = M(s, x(s)/r) \) belongs to \( B_1(L_1) \), and thus the function \( \eta(s) = G\xi(s) = N(s, f(s, x(s))/R) \) belongs to \( B_1(L_1) \) as well, by assumption. But this means that \( N[y/R] \leq 1 \) for \( y = Fx \), and hence \( y \in B_R(L_N) \) as claimed.

The converse implication is proved analogously. \( \Leftarrow \)

Note that in case \( M \in \Delta_2 \) we have \( \Sigma_M = L_M \) by (4.13), and hence, by Lemma 2.1, \( F \) is defined on the whole space \( L_M \) whenever \( F \) is defined on the ball \( B_1(L_M) \). In case \( M \not\in \Delta_2 \), however, this is false. Consider, for example, the function

\[
f(u) = M(u),
\]

(4.25)

where \( M \) is some (autonomous) Young function which does not satisfy a \( \Delta_2 \) condition. The corresponding superposition operator \( F \) maps the ball \( B_1(L_M) \) into the space \( L_1 \), since \( \|Fx\|_1 = M[x] \leq 1 \) for \( \|x\|_M \leq 1 \). On the other hand, for any \( r > 1 \) one may choose a function \( x \in \Sigma^r_M \setminus \Sigma^1_M \), since \( M \not\in \Delta_2 \); for this function \( x \), we obviously have \( Fx \not\in L_1 \).

Lemma 4.3 allows us to formulate necessary and sufficient acting conditions if the inverse \( M^{-1} \) of \( M \) with respect to \( u \) exists. In the general case, however, such acting conditions must be proved independently of Theorem 3.1 on the superposition operator in Lebesgue spaces. The following result is a generalization of Theorem 3.1, but much more difficult to prove.
Theorem 4.1. The superposition operator \( F \) generated by \( f \) maps the ball \( B_r(L_M) \) into the space \( L_N \) if and only if there exist \( R > 0, \delta > 0, \varepsilon > 0, b \geq 0 \) and \( a \in L_1 \) such that
\[
N(s, \frac{1}{R} f(s, u)) \leq a(s) + b M(s, \frac{u}{r}) \tag{4.26}
\]
for all \((s, u) \in \Omega \times \mathbb{R} \) satisfying \( \lambda(s) \leq \varepsilon \) and \( \mu(s) M(s, u/r) \leq \delta \).

\( \Rightarrow \) The sufficiency of (4.26) is proved by a straightforward calculation; let us prove the necessity of (4.26). To this end, we may assume that \( f \) is a Carathéodory function, and \( f(s, 0) = 0 \) almost everywhere on \( \Omega \). By the partial additivity of the operator \( F \) (see (1.10)), it suffices to consider \( F \) on the set
\[
\hat{\Sigma}_M^r = \{ x : x \in S, M[P_{\Omega, x/r}] < \infty, \mu(s) M(s, x(s)/r) \leq 1 \}. \tag{4.27}
\]
Suppose first that \( \Omega_c = \emptyset \); we shall establish condition (4.26) in two steps.

First step. We claim that for each \( \gamma > 0 \) there exist \( R > 0, \varepsilon > 0, \) and \( \delta > 0 \) such that \( M[\frac{1}{R} P_{\Omega(s)} x] \leq \delta \) implies that \( N[\frac{1}{R} P_{\Omega(s)} F x] \leq \gamma \), where \( \Omega(\varepsilon) = \{ s : s \in \Omega, \lambda(s) \leq \varepsilon \} \). If this is false, we can find a sequence \( x_n \in S \) such that \( M[\frac{1}{R} P_{\Omega(n^r/n)} x_n] \leq 2^{-n} \) and \( N[\frac{1}{R} P_{\Omega(n^r/n)} F x_n] \leq 2^{-n} \). Choosing appropriate indices \( n' > n \), we get in particular \( M[\frac{1}{R} P_{\Omega(n,n') x_n}] \leq 2^{-n} \) and \( N[\frac{1}{R} P_{\Omega(n,n')} F x_n] \geq \gamma_0 > 0 \), where \( \Omega(n,n') = \Omega(1/n) \setminus \Omega(1/n') = \{ s : \frac{1}{n'} < \lambda(s) \leq \frac{1}{n} \} \). By induction, we construct a sequence \( n_1 = 1, n_2 = n_1 + 1, \ldots, n_{j+1} = n_j + 1, \ldots \), and set
\[
x_n(s) = \sum_{j=1}^{\infty} P_{\Omega_{n_j,n_j^r}} x_{n_j}(s).
\]
By construction, we have \( x_n \in B_s(L_M) \), but \( F x_n \not\in L_N \), contradicting our hypothesis.

Second step. With the above notation, let
\[
\Delta(s) = \{ u : u \in \mathbb{R}, \mu(s) M(s, u/r) \leq \delta \}.
\]
\[
f_\gamma(s, u) = \max\{ 0, N(s, \frac{1}{R} f(s, u)) - \frac{2\gamma}{\delta} M(s, u/r) \},
\]
and
\[
a_\gamma(s) = \sup_{u \in \Delta(s)} f_\gamma(s, u).
\]
By considering the set \( \hat{\Sigma}_M^r \) given in (4.27), arguments similar to those in the proof of Theorem 3.1 show that then \( a_\gamma \in L_1 \) and \( \|a_\gamma\|_1 \leq \gamma \) Consequently, the estimate (4.26) holds with \( a = a_\gamma \) and \( b = 2\gamma/\delta \). This proves the necessity of (4.26) in case \( \Omega_c = \emptyset \).

Suppose now that \( \Omega_c = \emptyset \); we shall establish condition (4.26) in three steps.

First step. We consider the operator \( F \) on the set \( \hat{\Sigma}_M^r \) defined in (4.6) and construct a special unit \( u_0 \) in \( L_M \). To this end, let \( v_0 \) be a unit in \( L_N \) such that
\[
\|y\|_N \leq \|y\|_{M(v_0)}, \tag{4.28}
\]
where \( \|\cdot\|_{M(v_0)} \) denotes the norm (2.5). Denoting now \( \Delta(s) = u \in \mathbb{R}, M(s, u/r) \leq \eta(s) \} \) where \( \eta = d\lambda/d\mu \), the sequence
\[
a_n(s) = \sup_{u \in \Delta(s)} \frac{1}{v_0(s)} |f(s, u/n)|
\]
We claim that there exist 

\[ \Omega_n = \{ s : s \in \Omega, a_n(s) \leq 1 \}, \quad D_n = \Omega_n \setminus \bigcup_{j=1}^{n-1} \Omega_j; \]

then \( \lambda(\Omega \setminus \bigcup_{n=1}^{\infty} \Omega_n) = \lambda(\Omega \setminus \bigcup_{n=1}^{\infty} D_n) = 0 \). Now we define a unit \( u_0 \) by putting \( u_0(s) = \frac{1}{n} \sup \Delta(s) \) for \( s \in D_n \). By construction, \( \|x\|_{M(u_0)} \leq 1 \) implies that \( \|Fx\|_{M(u_0)} \leq 1 \), hence \( \|Fx\|_N \leq 1 \), by (4.28).

Second step. We claim that there exist \( R > 0, \varepsilon > 0 \), and \( \delta > 0 \) such that \( M[x \setminus R] \leq \delta \) implies that \( N[Fx \setminus R] \leq \varepsilon \). For the proof, we suppose in addition that \( M(s, u) = 0 \) \( (s \in \Omega) \) holds only for \( u = 0 \). Assuming the contrary, we can find a sequence \( x_n \in S \) such that \( \lim_{n \to \infty} M[x_n \setminus R] = 0 \) and \( \lim_{n \to \infty} N[2^{-n}Fx] \). By passing to a subsequence, if necessary, we may assume that \( M[P_{T_n} x_n \setminus R] \leq 2^{-n} \) and \( N[2^{-n}P_{T_n} Fx_n] \geq 2^{n+1} \) where \( T_1, T_2, \ldots, T_n, \ldots \) is a decreasing sequence of sets \( T_n \in \mathcal{M} \) with \( \lambda(T_n) = 2^{-n} \); moreover, we may assume that \( M(s, x_n(s) \setminus R) \to 0 \) almost everywhere on \( \Omega \) as \( n \to \infty \). By our additional assumption on \( M, x_n \to \theta \) almost everywhere, hence also \( \frac{a_n}{u_0} \to \theta \) almost everywhere, with \( u_0 \) being the unit constructed in the first step. Now the statement follows similarly as in the first step of the case \( \Omega_c = 0 \).

If \( M(s, u) = 0 \) \( (s \in \Omega) \) for some \( u > 0 \), we fix some unit \( w \) in the associate space \( L_{\delta t} \) and replace \( M \) by the Young function \( \hat{M}(s, u) = M(s, u) + |u|w(s) \), which is zero, of course, only for \( u = 0 \).

Third step. With the above notation, let

\[ \Delta(s) = \{ u : u \in \mathbb{R}, M(s, u/r) < \infty \}, \]

\[ f_\varepsilon(s, u) = \max \{ 0, N(s, \frac{1}{R} f(s, u)) - \frac{\varepsilon}{\delta} M(s, u/r) \}, \]

and

\[ a_\varepsilon(s) = \sup_{u \in \Delta(s)} f_\varepsilon(s, u). \]

Then again \( a_\varepsilon \in L_1 \) and \( \|a_\varepsilon\|_1 \leq \varepsilon \). Consequently, the estimate (4.26) holds with \( a = a_\varepsilon \) and \( b = \varepsilon/\delta \). This proves the necessity of (4.26) in case \( \Omega_d = \emptyset \).

4.3 Boundedness conditions

Now we pass to boundedness conditions for the superposition operator \( F \) between two Orlicz spaces. As already observed, every Orlicz space \( L_M \) is a \( \delta_2 \) space (and hence a split space, by Lemma 2.5). Consequently, Theorem 2.3 implies the following

**Theorem 4.2.** Let \( f \) be a sup-measurable function, and suppose that the domain of definition \( \mathcal{D}(F) \) of the superposition operator \( F \), generated by \( f \) and considered as an operator between two Orlicz spaces \( L_M \) and \( L_N \), has interior points. Then \( F \) is bounded on each ball contained in \( \mathcal{D}(F) \) if and only if, for each \( s \in \Omega_d \), the function \( f(s, \cdot) \) is bounded on each bounded interval in \( \mathbb{R} \).
We are now in a position to give a simple example which shows that the operator $F$ need not be bounded on large balls. Consider again the function (4.25), where $M \notin \Delta_2$. For $r > 1$, fix some function $x \in \Sigma_{M}^r \setminus \Sigma_{M}^1$ and let

$$x_n(s) = \begin{cases} x(s) & \text{if } |x(s)| \leq n, \\ 0 & \text{if } |x(s)| > n. \end{cases}$$

Then we have $x_n \in B_r(E_M) \subseteq B_r(L_M)$, hence

$$\sup_{x \in B_r(L_M)} \|Fx\|_1 \geq \sup_n \int_{\Omega} |Fx_n(s)| ds = \sup_n \int_{\Omega} M(x_n(s)) ds$$

indeed, if the last supremum were finite, the function $x$ would belong to $\Sigma_{M}^1$, by the Fatou property of the integral.

Let $\mu_F$ be the growth function of the superposition operator $F$ defined in (2.24). For Lebesgue spaces, we derived a two-sided estimate (3.22) for $\mu_F(r)$ in terms of the generating function $f$. A parallel result is given by the following theorem whose proof is similar to that of Theorem 4.1:

**Theorem 4.3.** Let $f$ be a sup-measurable function. The superposition operator $F$ generated by $f$ is bounded from the ball $B_r(L_M)$ into the space $L_N$ (the space $E_N$, respectively) if and only if for some $R > 0$ (for all $R > 0$, respectively) the relation (4.26) holds for almost all $s \in \Omega$ with $\mu(s)M(s,u/r) \leq 1$, and some $a \in L_1$ and $b \geq 0$. Moreover, the two-sided estimate (3.22) holds, where $\mu_F(r)$ is defined by (2.24), and $\nu(r)$ denotes the infimum of all $R > 0$ such that (4.26) holds with $\|a\|_1 \leq 1$ and $b \leq 1$.

To conclude this section, we reformulate Theorem 2.4 for Orlicz spaces:

**Theorem 4.4.** Let $f$ be a sup-measurable function. Then the superposition operator $F$ generated by $f$ is absolutely bounded from the ball $B_r(L_M)$ into the space $L_N$ if and only if there exists a monotonically increasing function $\Phi$ on $[0, \infty)$ such that (2.29) holds, and the superposition operator $\tilde{F}_r$ generated by the function $\tilde{f}_r(s,u) = u_0(s)\Phi([|f(s,u)|u_0(s)^{-1}])$ (with $u_0$ an arbitrary unit in $L_N$) is bounded on the ball $B_r(L_M)$.

### 4.4 Continuity conditions

In this section, we shall be concerned with various continuity properties of the superposition operator between Orlicz spaces. We begin with the following fundamental theorem:

**Theorem 4.5.** Let $f$ be a sup-measurable function, and suppose that the interior $G$ of the domain of definition $D(F)$ of the superposition operator $F$, generated by $f$ and considered as an operator between $L_M$ and $L_N$, is non-empty. Then, if the operator $F$ is continuous on $G$, the function $f$ is sup-equivalent to some Caratheodory function on $\delta(G)$ (see (2.39)). Conversely, if the function $f$ is sup-equivalent to some Caratheodory function on $\delta(G)$ and $N \in \Delta_2$, the operator $F$ is continuous on $G$.

$\Rightarrow$ The statement follows immediately from Theorem 2.6 and the fact that the Orlicz space $L_N$ is regular if and only if $N \in \Delta_2$. 
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At this point, we give a simple example which shows that the second statement of Theorem 4.5 is false if \( N \not\in \Delta_2 \). As a "dual" example to (4.25), consider the function

\[
f(u) = N^{-1}(u), \quad (4.29)
\]

where \( N \) is some (autonomous) Young function which does not satisfy a \( \Delta_2 \) condition. The corresponding superposition operator \( F \) maps the space \( L_1 \) into the space \( L_N \), since \( N[Fx] = \|x\|_1 < \infty \) for \( x \in L_1 \). However, \( F \) is discontinuous at \( x_0 = \theta \). To see this, choose a function \( y \in L_N \setminus E_N \), and let

\[
y_n(s) = \begin{cases} y(s) & \text{if } |y(s)| \leq n, \\ 0 & \text{if } |y(s)| > n. \end{cases}
\]

Then the functions \( x_n(s) = N(y(s) - y_n(s)) \) belong to the space \( L_1 \) and converge to \( \theta \), since

\[
\lim_{n \to \infty} \|x_n\|_1 = \lim_{n \to \infty} N[y(s) - y_n(s)] ds = 0.
\]

On the other hand, the sequence \( Fx_n = y - y_n \) does not converge to \( \theta \) in \( L_N \) otherwise the function \( y \) would be in the closure of \( L_\infty \) with respect to the Luxemburg norm (4.8), and hence belong to \( E_N \), a contradiction.

For the sake of completeness, we also mention the following variant of Theorem 2.7 for Orlicz spaces:

**Theorem 4.6.** Let \( f \) be a Carathéodory function, and let \( x_0 \) be an interior point of the domain of definition \( D(F) \) of the superposition operator \( F \), generated by \( f \) and considered as an operator between \( L_M \) and \( L_N \). Then \( F \) is continuous at \( x_0 \) if and only if the superposition operator \( \tilde{F} \) generated by the function (1.11) maps the space \( L^0_M \) into the space \( L^0_N \). Moreover, if \( F \) is continuous at \( x_0 \), \( F \) is continuous at every point of the set \( x_0 + L^0_M \).

In addition to Theorem 4.6, we point out that one may also give an example of a superposition operator \( F \) in an Orlicz space \( L_M \) which is continuous at \( \theta \), and hence on \( E_M \), but discontinuous at every point \( x_0 \in L_M \setminus E_M \).

Finally, we remark that one can give a criterion for the uniform continuity of \( F \) on bounded sets analogous to that given in Theorem 3.8 for Lebesgue spaces.

To conclude this section, we give the following analogue to Theorem 3.9 which is a consequence of the general Theorem 2.10 in ideal spaces:

**Theorem 4.7.** Let \( f \) be a sup-measurable function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_M \) into \( L_N \). Then \( F \) is weakly continuous if and only if the restriction of \( f \) to \( \Omega_e \times \mathbb{R} \) satisfies (3.34) with \( a \in L_N \) and \( b \in L_N/L_M \), and the restriction of \( f \) to \( \Omega_d \times \mathbb{R} \) is a Carathéodory function.

### 4.5 Lipschitz and Darbo conditions

The results of this section will be parallel to those of Section 3.5. First, we mention the following consequence of Theorem 2.11:

**Theorem 4.8.** Let \( f \) be a Carathéodory function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_M \) into \( L_N \). Then the following three conditions are equivalent:

1. \( F \) is continuous at every point of \( L_M \).
2. \( F \) is uniformly continuous on bounded sets.
3. \( F \) is weakly continuous on bounded sets.

95
(a) The operator $F$ satisfies a Lipschitz condition
\[
\|Fx_1 - Fx_2\|_N \leq k(r)\|x_1 - x_2\|_M \quad (x_1, x_2 \in B_r(L_M)) \tag{4.30}
\]

(b) Given two functions $x_1, x_2 \in B_r(L_M)$, one can find a function $\xi \in B_{k(r)}(L_N/L_M)$ such that (2.45) holds.

(c) The function $f$ satisfies a Lipschitz condition
\[
|f(s, u) - f(s, v)| \leq g(s, w)|u - v| \quad (|u|, |v| \leq w), \tag{4.31}
\]
where the function $g$ generates a superposition operator $G$ which maps the ball $B_r(L_M)$ into the ball $B_{k(r)}(L_N/L_M)$.

In Theorem 3.10, a further equivalent condition (d) was given which may be regarded as a family of Lipschitz conditions for the function $f(s, \cdot)$. A similar fact may be proved here: if $M$ and $N$ are two Young functions with $M \subseteq N$, all conditions of Theorem 4.8 are equivalent to the following one:

(d) For each $\lambda > 0$, there exists a function $a_\lambda \in L_1$ such that $c(\rho) = \sup_{\lambda \geq \rho} \|a_\lambda\|_1 < \infty \quad (\rho > 0)$ and
\[
N(s, \frac{\lambda}{k(r)}|f(s, u) - f(s, v)|) \leq a_\lambda(s) + M(s, \frac{u}{r}) + M(s, \lambda|u - v|). \tag{4.32}
\]

Observe that then (3.37) is a special case of (4.32).

In order to analyze the "degeneracy" phenomena in Lemma 2.8, we give now a condition under which two Orlicz spaces $L_M$ and $L_N$ form a $V$-pair or a $V_0$-pair.

Lemma 4.4. Let $\Omega_d = \emptyset$, and let $M = M(u)$ and $N = N(u)$ be two autonomous Young functions. Then $(L_M, L_N)$ is a $V$-pair if and only if
\[
\lim_{u \to 0} \frac{N^{-1}(1/u)}{M^{-1}(1/u)} < \infty \tag{4.33}
\]
Similarly, $(L_M, L_N)$ is a $V_0$-pair if and only if
\[
\lim_{u \to 0} \frac{N^{-1}(1/u)}{M^{-1}(1/u)} = 0 \tag{4.34}
\]

⇒ Suppose that $(L_M, L_N)$ is a $V$-pair, i.e. $\|P_D u_0\|_M \|P_D v_0\|_N = O(\mu(D)) \quad (\mu(D) \to 0)$ for two units $u_0 \in L^0_M$ and $v_0 \in L_N$. Without loss of generality, we may assume that $c_0 \chi_D \leq u_0$ and $d_0 \chi_D \leq v_0$ for some $c_0, d_0 > 0$. By the Young inequality (4.17), we have $N^{-1}(t)\tilde{N}^{-1}(t) \leq 2t$, hence, by (4.20),
\[
\frac{N^{-1}(1/\mu(D))}{M^{-1}(1/\mu(D))} \leq \frac{2}{\mu(D)M^{-1}(1/\mu(D))\tilde{N}^{-1}(1/\mu(D))} = \frac{2}{\mu(D)} = \|\chi_D\|_M \|\chi_D\|_N \leq \frac{2}{c_0 d_0 \mu(D)} \|P_D u_0\|_M \|P_D v_0\|_N = O(1)
\]
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as \( \mu(D) \to 0 \) which implies (4.33). To prove the sufficiency of (4.33) we have
\[
u_0(s) = \sum_{n=1}^{\infty} c_n \chi_{D_n}(s)
\]
and 
\[
u_0(s) = \sum_{n=1}^{\infty} d_n \chi_{D_n}(s), \text{ where } \bigcup_{n=1}^{\infty} D_n = \Omega, \ c_n = 2^{-n} M^{-1}(1/\mu(D_n)), \text{ and } d_n = 2^{-n} N^{-1}(1/\mu(D_n)).
\]

The second part is proved analogously. \(\Leftarrow\)

Lemma 4.4 and Theorem 2.12 imply the following:

**Theorem 4.8.** Let \( \Omega_d = \emptyset \). Let \( f \) be a Caratheodory function, and suppose that the superposition operator \( F \) generated by \( f \) acts from \( L_M \) into \( L_N \), where the Young functions \( M \) and \( N \) satisfy the relation (4.34). Then \( F \) satisfies the Lipschitz condition (4.30) if and only if \( F \) is constant, i.e. the function \( f \) does not depend on \( u \).

Let us now analyze the Darbo condition
\[
\alpha_N(FN) \leq k(r)\alpha_M(N) \quad (N \subseteq B_r(L_M)),
\]
where \( \alpha_M \) denotes the Hausdorff measure of noncompactness (2.32) in the space \( L_M \) this end, we need the following:

**Lemma 4.5.** The Orlicz space \( L_M \) with either the Luxemburg norm (4.8) or the Orlicz-Amemiya norm (4.9) is \( \alpha \)-nondegenerate if \( \Omega_d = \emptyset \).

We restrict ourselves to the Luxemburg norm (4.8), the proof for the norm (4.9) is similar. So, for fixed \( u_0 \in L_M \), we have to show that
\[
\alpha(R[-u_0, u_0]) \geq \|u_0\|_M,
\]
with \( R[-u_0, u_0] \) given by (2.51). Without loss of generality, let \( \|u_0\|_M \geq 1 \), hence \( M[u_0] \geq 1 \) (see (4.5)). Given a finite \( \varepsilon \)-net \( \{z_1, \ldots, z_m\} \) for \( R[-u_0, u_0] \) in \( L_M \), we may suppose that \( u_0 \) and \( z_1, \ldots, z_m \) have the form (2.53). Moreover, given \( \eta > 0 \), we may choose the partition \( \omega = \{D_1, D_2, \ldots\} \) of \( \Omega \) in such a way that \( m_{k,n}^\pm \leq M(s, |c_n \pm d_{k,n}|) \leq m_{k,n}^\pm + \eta \) some numbers \( m_{k,n}^\pm \) \((k = 1, \ldots, m; n = 1, 2, \ldots)\). Since \( \Omega_d = \emptyset \), we may divide each \( D_n \) into two sets \( A_n \) and \( B_n \) of equal measure. The function \( x_* = \sum_{n=1}^{\infty} c_n (\chi_{A_n} - \chi_{B_n}) \) belongs to \( R[-u_0, u_0] \), hence \( \|z_k - x_*\|_M \leq \varepsilon \) for some \( k \). Further, we have
\[
M(s, |z_k(s) - x_*(s)|) = \sum_{n=1}^{\infty} [M(s, |c_n - d_{k,n}|) \chi_{A_n} + M(s, |c_n + d_{k,n}|) \chi_{B_n}].
\]
Let
\[
\mu_k(s) = \sum_{n=1}^{\infty} [m_{n,k,n}^- \chi_{A_n}(s) + m_{n,k,n}^+ \chi_{B_n}(s)] \quad (k = 1, \ldots, m),
\]
and denote by \( P_\omega \) the averaging operator (2.52) associated with the partition \( \omega \). Since the space \( L_1 \) is average stable (see Section 2.6), we have \( \|P_\omega \mu_k\|_1 \leq \|\mu_k\|_1 \leq M[z_k - x_*] \). On the other hand,
\[
P_\omega \mu_k(s) = \frac{1}{2} \sum_{n=1}^{\infty} (m_{n,k,n}^- + m_{n,k,n}^+) \chi_{D_n}(s)
\]
and
\[
m_{n,k,n}^- + m_{n,k,n}^+ \geq M(s, |c_n - d_{k,n}|) + M(s, |c_n + d_{k,n}|) - 2\eta \geq M(s, |c_n|) - 2\eta;
\]


consequently, \(|P_\omega u_k(s)| \geq M(s, u_0(s)) - \eta\), hence \(M[z_k - x_*] \geq M[u_0] \geq 1\), since \(\eta > 0\) was arbitrary. This shows that \(\varepsilon \geq \|z_k - x_*\|_M \geq 1\), and hence (4.36) holds. \(\Leftarrow\)

By Theorem 2.13, we get from Lemma 4.5 the following:

**Theorem 4.10.** Let \(f\) be a Caratheodory function, and suppose that the superposition operator \(F\) generated by \(f\) acts from \(L_M\) into \(L_N\). Then the Lipschitz condition (4.30) and the Darbo condition (4.35) are equivalent.

### 4.6 Differentiability conditions and analyticity

In this section we shall reformulate the differentiability results of Section 2.7 and 2.8 for the superposition operator between Orlicz spaces. As for Lebesgue spaces, more precise statements than those given in Chapter 2 may be given. We begin with the following analogue of Theorem 3.12:

**Theorem 4.11.** Let \(f\) be a Caratheodory function, and suppose that the superposition operator \(F\) generated by \(f\) acts from \(L_M\) into \(L_N\). If \(F\) is differentiable at \(x \in L_M\), the derivative has the form (2.55), where the function given by (2.56) belongs to the multiplicator space \(L_{N/L_M}\) particular, if (4.33) holds, the function \(f\) has the form (2.59) for \(s \in \Omega_c\) with \(a \in L_N\) and \(b \in L_\infty\), if (4.34) holds, the function \(f(s, \cdot)\) is constant for \(s \in \Omega_c\).

Conversely, if the superposition operator \(G\) generated by the function

\[
g(s, u) = \begin{cases} \frac{1}{u} [f(s, x(s) + u) - f(s, x(s))] & \text{if } u \neq 0, \\ a(s) & \text{if } u = 0, \end{cases}
\]

acts from \(L_M\) into \(L_{N/L_M}\) and is continuous at \(\theta\), then \(F\) is differentiable at \(x\) and (2.55) holds.

\(\Rightarrow\) The statements on the differentiability of \(F\) follow immediately from Theorem 2.14. The fact that the function \(f(s, \cdot)\) degenerates for \(s \in \Omega_c\) if (4.33) or (4.34) hold follows from Theorem 2.15 and Lemma 4.4. \(\Leftarrow\)

In order to generalize Theorem 3.13, we assume that \(M \supseteq N\), and hence \(L_{N/L_M}\) is the Orlicz space \(L_R\) generated by the Young function (4.22).

**Theorem 4.12.** Let \(f\) be a Caratheodory function, and suppose that the superposition operator \(F\) generated by \(f\) acts from \(L_M\) into \(L_N\) (\(M \supseteq N\)). Then \(F\) is differentiable at \(x \in L_M\) if and only if the limit (2.56) exists, belongs to \(L_R\) (with \(R\) given in (4.22)), and satisfies the following condition: for each \(\lambda > 0\), there exists a function \(a_\lambda \in L_1\) such that

\[
\|a_\lambda\|_1 \to 0 \quad (\lambda \to 0)
\]

and

\[
N(s, \lambda |f(s, x(s) + u) - f(s, x(s)) - a(s)u|) \leq a_\lambda(s) + M(s, \lambda u) \quad (4.37)
\]

Similarly, Theorem 3.14 reads now as follows:

**Theorem 4.13.** Let \(f\) be a Caratheodory function, and suppose that the superposition operator \(F\) generated by \(f\) acts from \(L_M\) into \(L_N\) (\(M \supseteq N\)). Then \(F\) is asymptotically linear if and only if the limit (2.65) exists, belongs to \(L_p\) (with \(R\) given in (4.22)), and
satisfies the following condition: for each \( \lambda > 0 \), there exists a function \( a_\lambda \in L_1 \) such that \( \|a_\lambda\|_1 \to 0 \) (\( \lambda \to 0 \)) and
\[
N(s, \lambda|f(s, u) - a_\infty(s)u|) \leq a_\lambda(s) + M(s, \lambda u). \tag{4.38}
\]

Observe that (4.37) and (4.38) generalize (3.43) and (3.44), respectively.

Finally, we remark that an analogous result for higher differentiability holds as that given in Theorem 3.15 for Lebesgue spaces. We do not go into the details, but just remark that, if the operator \( F \) is \( n \)-times differentiable from \( L_M \) into \( L_N \) at some point \( x \in L_M \) and \( (L_M, L_N) \) is a \( V^n \)-pair, by Theorem 2.20 the function \( f \) has the form \((2.71)\), i.e. is a polynomial of degree \( n \). A necessary and sufficient condition for \( (L_M, L_N) \) to be a \( V^n \)-pair, in turn, is that in case \( M = M(u) \) and \( N = N(u) \)
\[
\lim_{u \to 0} \frac{N^{-1}(1/u)}{[M^{-1}(1/u)]^n} \leq \infty; \tag{4.39}
\]
compare this with (4.33).

The results of Section 2.8 on analyticity conditions may also be sharpened for Orlicz spaces. First of all, we recall that, given an ideal space \( Y \) and a Young function \( M = M(s, u) \), the inverse \( M \)-transform \( M^{-1}[Y] \) of \( Y \) is defined by means of the norm \((2.86)\). A comparison with \((4.8)\) and \((2.82)\) shows that \( M^{-1}[L_1] \) is just the Orlicz space \( L_M \) with the Luxemburg norm.

Suppose now that \( \Omega_d = \emptyset \), and \( f \) is a Caratheodory function over \( \Omega \times \mathbb{C} \) such that \( f(s, 0) = 0 \) and \( f(s, \cdot) \) is entire analytic on \( \mathbb{C} \) for almost all \( s \in \Omega \), i.e. the expansion
\[
f(s, u) = \sum_{n=1}^{\infty} a_n(s)u^n
\]
holds for all \( u \in \mathbb{C} \). Let
\[
M(s, u) = \max_{|v|=u} |f(s, v)|,
\]
and consider the Orlicz space \( L_M = M^{-1}[L_1] \). Since all hypotheses of Theorem 2.23 are satisfied, we have the following:

**Theorem 4.14.** Under the above hypotheses, the superposition operator \( F \), generated by \( f \) and considered as an operator from \( L_M \) into \( L_1 \), is analytic at \( \theta \).

Theorem 4.14 allows us to associate to each entire analytic function \( f \) an Orlicz space \( L_M \) such that the superposition operator \( F \) generated by \( f \) becomes analytic between \( L_M \) and \( L_1 \). However, the operator \( F \) need not be entire analytic in this case. Consider, for example, the function \( f(u) = e^u - 1 \). This function is entire analytic and generates an analytic superposition operator \( F \) from \( L_M \) (with \( M(u) = e^{|u|} - 1 \)) into \( L_1 \). The domain of analyticity of \( F \), however, is not the whole space \( L_M \), but just the class \( \Sigma^1_M = \{ x : x \in S, M[x] < \infty \} \) which is a proper subset of \( L_M \) since \( M \notin \Delta_2 \).

The above reasoning shows also that, at least in case \( M \notin \Delta_2 \), the class of analytic superposition operators between the Orlicz spaces \( L_M \) and \( L_N \) is reasonably large. On the other hand, Theorem 2.20 and Lemma 4.1 together imply the following:
Theorem 4.15. Let \( \Omega_d = \emptyset \), let \( f \) be a sup-measurable function, and suppose that the superposition operator \( F \) generated by \( f \) acts between two Orlicz spaces \( L_M \) and \( L_N \), where \( M \in \Delta_2 \). Assume that \( F \) is analytic in a neighbourhood of some point \( x \in L_M \). Then \( F \) is a polynomial operator on \( L_M \).

4.7 Notes, remarks and references

1. Orlicz spaces were introduced in the thirties by W. Orlicz [2511, [252], who discovered that to each increasing convex function \( M = M(u) \) there corresponds a Banach space \( L_M \) just as the Lebesgue space \( L_p \) corresponds to the function \( M(u) = |u|^p \ (1 < p < \infty) \). Afterwards, this concept was generalized in various directions. First, Orlicz' original assumption that \( M(u)u^{-1} \to 0 \) and \( \infty \) as \( u \to 0 \) and \( \infty \), respectively, was weakened by A.C. Zaanen [368] in order to include the spaces \( L_1 \) and \( L_\infty \) as well. Variable Young functions \( M = M(s,u) \) seem to have been considered first in [146] (without \( L_1 \) and \( L_\infty \)), and then in [305] and [306] (with \( L_1 \) and \( L_\infty \)). Vector-valued Young functions were introduced by M.S. Skaff [323], [324] and have been studied since by many authors, e.g. J. Chatelain, A.D. loffe, A. Kozek, and others. In the meantime, Orlicz spaces have become such a well established part of functional analysis that the literature is vast; loosely speaking, whenever a concept is introduced in the general theory of Banach spaces, there are some papers concerned with this concept in the framework of Orlicz spaces.

Most of the literature deals with Orlicz spaces \( L_M = L_M(\Omega,M,\mu) \), where \( \Omega \) is a bounded domain in Euclidean space, \( M = M(u) \), and \( \mu \) is the Lebesgue measure on \( \Omega \); most bibliographical references in the sequel refer first to this situation, which we shall call the "standard case". Fundamental work on Young functions and Orlicz spaces has been done by M.A. Krasnosel’skij and Ja.B. Rutitskij; we mention, in particular, the monograph [178]. A classical reference is also the book [369]; a brief recent survey may be found in [135]. We remark that Young functions are also called Orlicz functions or \( N \)-functions by some authors (e.g. [178])- Orlicz spaces are special examples of the more general class of so-called modular spaces’, see e.g. the monographs [163] and [234].

The imbedding conditions and the formula (4.21) for the multiplicator space \( L_N \) may be found for the standard case in [II], [364] and [371]. The estimate (4.14) is contained in [32].

As already mentioned, the \( \Delta_2 \) condition (4.23) is extremely important in both the theory and applications of Orlicz spaces. In the standard case, the \( \Delta_2 \) condition (4.23) simply reads
\[
M(cu) \leq bM(u) \ (|u| \geq u_0),
\]
of course. From this one could conjecture that any Young function which has at most polynomial growth satisfies the \( \Delta_2 \) condition; a counterexample in [178] shows that this is false.

Lemma 4.1 is proved in [23], Lemma 4.2 in [35]; the statement of Lemma 4.2 shows, in particular, that there exist \( \delta_2 \) spaces which are not \( \Delta_2 \) spaces.

2. The superposition operator in Orlicz spaces was extensively studied, especially in the standard case, by M.A. Krasnosel’skij, Ja.B. Rutitskij, I.V. Shragin, and M.M. Vajnberg [176-178], [277-279], [290], [291], [293], [295-301], [348-351]. The "transformation lemma"4.3 has been used implicitly by many authors in case \( M = M(u), N = N(u) \).
Theorem 4.1 may be found, even for vector valued functions, in [242], [243]. Of course, in the standard case the acting condition (4.26) becomes, for \( f \) a Caratheodory function,

\[
N \left( \frac{f(s,u)}{R} \right) \leq a(s) + bM \left( \frac{u}{r} \right)
\]

and may be obtained with Lemma 4.3 [349]. In the vector-valued case, a general acting theorem was given in [394]. As already observed, any acting condition for \( F \) from \( L_M \) into \( L_N \) implies, by the particular choice \( f(u) = u \), an imbedding condition for \( L_M \subseteq L_N \). In this way, it follows from Theorem 4.1 that \( L_M \) is imbedded in \( L_N \) if and only if (4.26) holds for \( f(u) = u \). In particular, in the standard case this is equivalent to \( M \supseteq N \).

3. The boundedness result Theorem 4.3 is due to M.A. Krasnosel’skij and Ja.B. Rutitskij in the standard case [176-178], [277] (see also [371]), in the general case to P.P. Zabrejko and H.T. Nguyen [243], [382]. We remark that in the case \( \Omega_d = \emptyset \) the upper estimate in (3.28) holds with 2 instead of 3. The counterexample following Theorem 4.2 may be found in [178]. Some auxiliary results on bounded superposition operators in Orlicz spaces are contained in [294]. In [299] it is shown that every superposition operator which maps the Orlicz class \( \Sigma_M \) of height \( r \) into \( L_N \) is bounded on the ball \( B_r(L_M) \).

Theorem 4.4 is a consequence of the general Theorem 2.4; see also [134], [136], and [371]. Absolutely bounded superposition operators in Orlicz spaces are considered from a different viewpoint in [23]. Similar conditions for \( F \) between various Orlicz spaces which ensure that the composition \( KF \) of \( F \) with the linear integral operator (2.83) is compact are discussed in [391].

In the special case \( f(u) = u \), Theorem 4.4 gives a necessary and sufficient condition on \( M \) and \( N \) under which the imbedding \( L_M \subseteq L_N \) is absolutely bounded. In the standard case, this means again that \( M \supseteq N \).

4. Continuity properties for the superposition operator in Orlicz spaces have been studied from the very beginning of the theory. In [178] and [290] one can find acting and continuity conditions for the simplest operator \( Fx(s) = a(s)x(s) \); the paper [290] contains also a condition for the weak continuity of this operator. Theorem 4.5 may be found in §17 of [178], [296] and [297] in the standard case. A brief survey concerning conditions for boundedness, continuity and weak continuity of \( F \) in Orlicz spaces is [295]; weak continuity of \( F \) from \( E_M \) into \( L_N \) is treated in [293]. The counterexample after Theorem 4.5 is again mentioned in [178]. Theorem 4.6 is first mentioned in [297] and [298], all proofs of these two papers may be found in [300]. Of course, the ideas contained in [300] carry over to general ideal spaces (see [249]). In [301] the author gives an example of a superposition operator \( F \) in an Orlicz space \( L_M \) which is continuous at \( x_0 = \theta \) (and hence on \( E_M \)), but discontinuous at each \( x_0 \in L_M \setminus E_M \).

The paper [387] contains a necessary and sufficient condition for the uniform continuity of superposition operators between Orlicz spaces. Another special type of continuity of the superposition operator in Orlicz spaces is mentioned in Lemmas 4.3 and 4.17 of [122] in view of applications to nonlinear elliptic boundary value problems. Acting, boundedness, and continuity properties of the operator \( F \) from the space \( C \) of continuous functions into some Orlicz space \( L_M \) may be found in [188], [292], and [302]. Finally, we remark that Theorem 4.7 was proved in the standard case in [293].

5. All results presented in Section 4.5 follow from the corresponding results in Section 2.7. Lemma 4.4 is implicitly contained in [34], Theorem 4.8 and Lemma 4.5 in
The additional condition (d) after Theorem 4.8 may be found in [20] or [365]; the latter paper contains also a criterion for the Hölder continuity of $F$ in Orlicz spaces, i.e.

$$
\|Fx_1 - Fx_2\|_N \leq k(r)\|x_1 - x_2\|_M^\alpha (x_1, x_2 \in B_r(L_M)),
$$

which is an analogue to (3.38) for Lebesgue spaces. In this connection, we also mention the paper [68], which shows that, if certain properties of $F$ (Hölder continuity, monotonicity etc.) hold on $B_r(L_M)$ for some $r > 1$, they also hold on any ball; another typical example of such a "local-global" phenomenon is Lemma 2.3, see also [148].

The degeneracy condition given in Theorem 4.9 is of course a direct consequence of Lemma 4.4. Theorem 4.10 is taken from [27].

6. The first differentiability conditions for $F$, in part sufficient, in part necessary, in Orlicz spaces may be found in [176], [363], [371] and [373]. The necessary and sufficient condition in Theorem 4.12 was proved in [365] and, independently, in [19], Theorem 4.13 and a corresponding result for higher differentiability also in [19] in the standard case. The potential (3.56) was studied in Orlicz spaces in [349].

The fact that $L_M$ is a $\Delta_2$ space if and only if $M$ satisfies a $\Delta_2$ condition is first proved in [23]. The degeneracy result given in Theorem 4.15 is taken from [32]. In our discussion concerning analytic superposition operators in Orlicz spaces, especially Theorem 4.14, we followed [32].

7. So far, most of our bibliographical remarks mainly referred to the standard case. In the case $\Omega_c = \emptyset$ some acting theorems have been obtained by I.V. Shragin [311], [313]; the continuity of $F$ under the acting condition $F(L_M) \subseteq L^0_N$ proved in [276], a general continuity theorem in [273]. The results of [305] carry over also to the discrete case $\Omega_c = \emptyset$ (see [307]).

There exists also some literature now on the vector-valued case for non-autonomous Young functions $M = M(s,u)$ and $N = N(s,u)$. Acting, boundedness, and continuity conditions for $F$ between $L_M$ and $L_1$ may be found in [148], much general information for $F$ between $L_M$ and $L_N$ in [62], [83-85], [112], [113], [258], [259], [320], [360], and [361]. In [260-262] the author studies superposition operators between generalized Orlicz spaces by means of the theory of modular spaces of vector valued functions. Representation theorems for the functional (1.39) on generalized Orlicz spaces are dealt with in [263]. The most complete presentation of all important properties of the superposition operator $F$ in Orlicz spaces of vector functions with non-autonomous Young functions is the thesis [243].
Chapter 5

The superposition operator in symmetric spaces

Symmetric spaces are ideal spaces whose norm may be defined by means of the decreasing rearrangement of measurable functions. Thus, all general results discussed in Chapter 2 carry over to such spaces, but some results may be sharpened. For instance, the main statements on the boundedness, Lipschitz continuity, or differentiability of the superposition operator between symmetric spaces can be formulated more explicitly in terms of the so-called fundamental function.

The most important examples of symmetric spaces, apart from those discussed in Chapters 3 and 4, are the Lorentz space $\Lambda_\varphi$ and the Marcinkiewicz space $M_\varphi$. These spaces play a fundamental role, for example, in interpolation theory of linear operators.

After recalling the notions and properties of symmetric spaces, in general, and Lorentz or Marcinkiewicz spaces, in particular, we formulate some elementary results on the superposition operator between such spaces. Unfortunately, the theory is here much less advanced than in, say, Lebesgue and Orlicz spaces. The results presented here are mainly combinations of special properties of symmetric spaces and general results obtained in Chapter 2.

5.1 Symmetric spaces

Let $\Omega$ be an arbitrary set, $\mathcal{M}$ some $\sigma$-algebra of subsets of $\Omega$, and $\mu$ a $\sigma$-finite and countably additive measure on $\mathcal{M}$; as before, by $\lambda$ we denote some equivalent normalized measure on $\mathcal{M}$. Since the spaces and their properties which we are going to study below are practically unknown in case of a discrete measure, we shall assume throughout that the measure $\mu$ is atomic-free on $\Omega$, i.e. $\Omega = \Omega_c$. By $S^0 = S^0(\Omega, \mathcal{M}, \mu)$ we denote the set of all completely measurable functions $x$ over $\Omega$, which means that the distribution function (see also (1.19))

$$\mu(x, h) = \mu(\{s : s \in \Omega, |x(s)| \geq h\}) \quad (5.1)$$

is finite for any $h \in [0, \infty)$. In case $\mu(\Omega) < \infty$ the set $S^0$ coincides, of course, with the whole space $S$; as in Chapter 1, we consider $S^0$ as a metric space with the metric (see also (1.1))

$$\rho(x, y) = \inf_{0 < h < \infty} \{h + \mu(x - y, h)\}. \quad (5.2)$$

In what follows, we shall only deal with functions in $S^0$.

For further reference, we collect some properties of the distribution function in the following:

**Lemma 5.1** The functional (5.1) has the following properties:
For any $x \in S^0$, the function $\mu(x, \cdot)$ is monotonically decreasing and right-continuous on $[0, \infty)$.

(b) If $x_1 \in S$, $x_2 \in S^0$, and $|x_1| \leq |x_2|$, then also $x \in S^0$ and $\mu(x_1, h) \leq \mu(x_2, h)$.

(c) For all $x_1, x_2 \in S^0$,
$$\mu(x_1 + x_2, h_1 + h_2) \leq \mu(x_1, h_1) + \mu(x_2, h_2).$$

(d) For all $x \in S^0$,
$$\int_0^\infty |x(s)| \, ds = \int_0^\infty \mu(x, h) \, dh. \quad (5.3)$$

(e) $\mu(\{s : s \in \Omega, x_1(s) \neq x_2(s)\}) \leq \delta$ implies that $|\mu(x_1, h) - \mu(x_2, h)| \leq \delta$.

(f) If a sequence $x_n \in S^0$ converges (in the metric (5.2)) to $x \in S$, the sequence $\mu(x_n, h)$ converges (in $\mathbb{R}$) to $\mu(x, h)$ at each point of continuity $h$ of $\mu(x, \cdot)$.

$\Rightarrow$ All properties follow immediately from the definition (5.1). Observe, in particular, that (d) is just the classical "Cavalieri principle". The property (c) is a weak form of subadditivity; simple examples show that the function $\mu(x, h)$ is, in general, not subadditive in the usual sense. $\Leftarrow$

By Lemma 5.1 (a), the function $\mu(x, \cdot)$ admits a (unique) right-continuous monotonically decreasing inverse
$$x^*(t) = \inf \{h : h > 0, \mu(x, h) < t\} \quad (0 < t < \infty) \quad (5.4)$$
which is usually called the decreasing rearrangement of $x$. Observe that then
$$\mu(x, x^*(t)) < t, \quad x^*(\mu(x, h)) \geq h,$$
and equality occurs at each point of continuity.

**Lemma 5.2** The function (5.4) has the following properties:

(a) For any $x \in S^0$, the function $x^*$ is monotonically decreasing and right-continuous on $(0, \infty)$.

(b) $x_1 \in S$, $x_2 \in S^0$, and $|x_1| \leq |x_2|$, then also $x_1 \in S^0$ and $x_1^* \leq x_2^*$.

(c) For all $x_1, x_2 \in S^0$,
$$(x_1 + x_2)^*(t_1 + t_2) \leq x_1^*(t_1) + x_2^*(t_2).$$

(d) For all $x \in S^0$,
$$\int_0^t x^*(\tau) \, d\tau = \sup_{\mu(D)=t} \int_D |x(s)| \, ds, \quad (5.5)$$
$$\int_t^\infty x^*(\tau) \, d\tau = \inf_{\mu(D)=t} \int_{\Omega \setminus D} |x(s)| \, ds.$$
\( \mu(\{s : s \in \Omega, x_1(s) \neq x_2(s)\}) \leq \delta \) implies that \( x_1^*(t + \delta) \leq x_2^*(t) \leq x_1^*(t - \delta) \).

(f) If a sequence \( x_n \in S^0 \) converges (in the metric (5.2)) to \( x \in S \), the sequence \( x_n^*(t) \) converges (in \( \mathbb{R} \)) to \( x^*(t) \) at each point of continuity \( t \) of \( x^* \).

\[ \Rightarrow \text{The proof follows immediately from the definition (5.4).} \]

Finally, we introduce the average rearrangement of \( x \),

\[ x**_n(t) = \frac{1}{t} \int_0^t x^*(\tau) \, d\tau \quad (0 < t < \infty), \tag{5.6} \]

which will be important in the definition of a large class of spaces considered in the following section.

\textbf{Lemma 5.3} The function (5.6) has the following properties:

(a) For any \( x \in S^0 \), the function \( x** \) is continuous on \((0, \infty)\) and satisfies \( x** \geq x^* \).

(b) If \( x_1 \in S, x_2 \in S^0 \), and \( |x_1| \leq |x_2| \), then also \( x_1 \in S^0 \) and \( x_1** \leq x_2** \).

(c) For all \( x_1, x_2 \in S^0 \),

\[ (x_1 + x_2)**(t) \leq x_1**(t) + x_2**(t). \]

(d) For all \( x \in S^0 \),

\[ x**(t) = \frac{1}{t} \sup_{\mu(D)=t} \int_D |x(s)| \, ds. \tag{5.7} \]

(e) If a sequence \( x_n \in S^0 \) converges (in the metric (5.2)) to \( x \in S \), the sequence \( x_n** \) converges pointwise (in \( \mathbb{R} \)) to \( x** \).

\[ \Rightarrow \text{The proof follows again from the definition (5.6). Observe, in particular that } x** \text{ has the usual subadditivity property (c); this follows from (d).} \]

To give a trivial example, for a characteristic function \( x = \chi_D \) \((D \in \mathcal{M})\) we get

\[ \mu(\chi_D, h) = \begin{cases} \mu(D) & \text{if } 0 < h < 1, \\ 0 & \text{if } 1 \leq h < \infty, \end{cases} \]

\[ x_D^*(t) = \chi_{(0, \mu(D))}(t), \]

and

\[ x_D**(t) = \begin{cases} 1 & \text{if } 0 < t \leq \mu(D), \\ \frac{1}{t} \mu(D) & \text{if } \mu(D) < t < \infty. \end{cases} \]

Recall that two functions \( x_1 \) and \( x_2 \) on \( \Omega \) are called equi-measurable if \( \mu(x_1, h) = \mu(x_2, h) \) for all \( h > 0 \). The advantage of introducing the decreasing rearrangement (5.4) consists in the fact that passing from \( x \) to \( x^* \) one gets an equi-measurable function which is defined on the positive half-axis and preserves the \( L_1 \)-norm, by (5.5).
By means of the rearrangement $x^*$, we introduce now an important class of ideal spaces. A space $X$ is called symmetric if, for $x \in X$, every measurable function which is equi-measurable with $x$ belongs also to $X$ and has the same norm. In other words, $X$ is symmetric if and only if the relations $x_1 \in S$, $x_2 \in X$ and $x_1^* \leq x_2^*$ imply that $x_1 \in X$ and $\|x_1\|_X \leq \|x_2\|_X$. Likewise, we call a space $X$ supersymmetric if the relations $x_1 \in S$, $x_2 \in X$ and $x_1^{**} \leq x_2^{**}$ imply that $x_1 \in X$ and $\|x_1\|_X \leq \|x_2\|_X$. Obviously, every supersymmetric space is symmetric, and every symmetric space is ideal.

Examples of supersymmetric spaces are the Lebesgue spaces $L_p$ $(1 \leq p \leq \infty)$. The Orlicz space $L_M$ (see Section 4.1) is symmetric if and only if the generating Young function $M = M(u)$ does not depend on $s$. We give now a third example which is particularly useful in interpolation theory. Given $p, q \in [1, \infty]$, denote by $L_{p\wedge q}$ the space $L_p \cap L_q$ equipped with norm (see (3.3))

$$\|x\|_{p\wedge q} = \max \{\|x\|_p, \|x\|_q\}, \tag{5.8}$$

and by $L_{p\vee q}$ the space of all functions $x = u + v$ with $u \in L_p$ and $v \in L_q$, equipped with the norm

$$\|x\|_{p\vee q} = \inf \{\|u\|_p + \|v\|_q\}, \tag{5.9}$$

where the infimum is taken over all pairs $(u, v) \in L_p \times L_q$ with $u + v = x$. It is not hard to see that $L_{p\wedge q}$ and $L_{p\vee q}$ are symmetric spaces; a particularly important case is $p = 1$ and $q = \infty$.

A few more notions are in order. Given a symmetric space $X$, by $X^\sigma$ we denote the ideal space of all functions $\xi \in S([0, \infty))$ for which the norm

$$\|\xi\|_{X^\sigma} = \|\xi\|_X \tag{5.10}$$

if finite, where $x \in X$ with $x^* = \xi^*$ is arbitrary; the correctness of this definition, i.e. the independence of $x$, follows from the symmetry of $X$. The space $X^\sigma$ which is often more convenient to study than the space $X$ itself is called the rearrangement of $X$.

Let $X$ be a symmetric space. Since the norm $\|\chi_D\|_X$ of a characteristic function depends only on the measure $\mu(D)$ of $D \in \mathcal{M}$, but not on the explicit structure of the set $D$, we may introduce the fundamental function

$$\varphi_X(\lambda) = \|\chi_D\|_X \quad (\mu(D) = \lambda) \tag{5.11}$$

of the space $X$. With $X^\sigma$ given by (5.10), we have of course $\varphi_X(\lambda) = \|\chi_{(0, \lambda)}\|_{X^\sigma}$. The fundamental function is a quasi-concave function on $[0, \infty)$; this means that $\varphi_X(0) = 0$ and both functions $\varphi_X(\lambda)$ and $\frac{\lambda}{\varphi_X(\lambda)}$ are positive and increasing on $(0, \infty)$.

Given a symmetric space $X$ and a number $\lambda \in (0, \infty)$, the dilatation operator $\sigma_\lambda$ is defined in the space $X^\sigma$ by

$$\sigma_\lambda \xi(t) = \xi\left(\frac{t}{\lambda}\right) \quad (\xi \in X^\sigma). \tag{5.12}$$

Observe that this operator commutes with the rearrangements (5.4) and (5.6), i.e. $\sigma_\lambda(x^*) = (\sigma_\lambda x)^*$ and $\sigma_\lambda(x^{**}) = (\sigma_\lambda)^{**}$. Moreover, the operator $\sigma_\lambda$ is bounded in $X^\sigma$ with

$$\min \{1, \lambda\} \leq \|\sigma_\lambda\|_{X^\sigma} \leq \max \{1, \lambda\}. \tag{5.13}$$
The norm of the dilatation operator (5.12) in $X$,

$$\sigma_X(\lambda) = \|\sigma_\lambda\|_{X^*} \quad (\lambda > 0)$$

(5.14)
is called the dilatation function of the space $X$; this is also a quasi-concave function on $(0, \infty)$.

A relation between the fundamental function (5.11) and the dilatation function (5.14) is given by

$$\sup_{0 < \mu < \infty} \frac{\varphi_X(\lambda \mu)}{\varphi_X(\mu)} \leq \sigma_X(\lambda);$$

(5.15)

there exist symmetric spaces $X$ such that strict inequality occurs in (5.15).

Several important properties of a symmetric space may be expressed in terms of its fundamental function or dilatation function. For instance, a symmetric space $X$ is quasi-regular if and only if

$$\lim_{\lambda \to 0} \varphi_X(\lambda) = 0,$$

(5.16)
and regular if and only if (5.16) holds and the set of simple functions is dense in $X$ (see Section 2.1).

In order to illustrate the functions (5.11) and (5.14) we consider again the spaces $X = L_p$, $X = L_M$, and $X = L_{p\wedge q}$ and $X = L_{p\vee q}$ given above; other examples will be given in subsequent sections.

A trivial calculation shows that $\varphi_{L_p} = \sigma_{L_p}(\lambda) = \lambda^{\frac{1}{p}}$ $(1 < p < \infty)$; thus, in case $X = L_p$ equality holds in (5.15). More generally, in the Orlicz space $L_M$ with Luxemburg norm (4.8) we have

$$\varphi_{L_M}(\lambda) = \frac{1}{\bar{M}^{-1}\left(\frac{1}{\lambda}\right)},$$

(5.17)
while the Orlicz-Amemiya norm (4.9) gives

$$\varphi_{L_M}(\lambda) = \lambda \tilde{M}^{-1}\left(\frac{1}{\lambda}\right)$$

(5.18)
(see (4.20)), where $\tilde{M}$ is the associated Young function (4.16). Explicit formulas for the dilatation function (5.14) in $L_M$ are not known, but estimates may be given using (5.15).

Finally, a straightforward calculation shows that

$$\varphi_{L_{p\wedge q}}(\lambda) = \begin{cases} \lambda^{\frac{1}{p} + \frac{1}{q}} & \text{if } \lambda \leq 1, \\ \lambda^{\frac{1}{q} + \frac{1}{p}} & \text{if } \lambda > 1, \end{cases}$$

and

$$\varphi_{L_{p\vee q}}(\lambda) = \begin{cases} \lambda^{\frac{1}{p} + \frac{1}{q}} & \text{if } \lambda \leq 1 \\ \lambda^{\frac{1}{p} + \frac{1}{q}} & \text{if } \lambda > 1; \end{cases}$$

the same formulas hold for $\sigma_{L_{p\wedge q}}(\lambda)$ and $\sigma_{L_{p\vee q}}(\lambda)$.

Recall (see Section 2.1) that the associate space $\tilde{X}$ of an ideal space is defined by the norm (2.8). The associate space $\tilde{X}$ to a symmetric space $X$ is again symmetric. If
an ideal space $Z$ is representable as associate space $\tilde{X}$ of some symmetric space $X$, or, equivalently, if $\tilde{Z} = Z$ (isometric isomorphism), then $Z$ is supersymmetric. In fact, if $x_1^{**} \leq x_2^{**}$ for some $x_1 \in S^0$ and $x_2 \in Z$, then

$$\int_0^\infty x_1^*(\tau)y^*(\tau)\,d\tau \leq \int_0^\infty x_2^*(\tau)y^*(\tau)\,d\tau$$

for all $y \in S^0$; taking the supremum over all $y$ with $\|y\|_X < 1$ in (5.19) gives $\|x_1\|_Z \leq \|x_2\|_Z$.

For example, the relations $\tilde{L}^p = L^p$ and $\tilde{L}^q = L^q$ hold

\[
\left(\frac{1}{p} + \frac{1}{q} = \frac{1}{p} + \frac{1}{q} = 1\right),
\]

as may be seen by applying (2.8) directly to (5.8) and (5.9). Recall that, given two ideal spaces $X$ and $Y$, the multiplicator space of $X$ with respect to $Y$ is defined by the norm (2.40); in particular, $\tilde{X} = L^1_1 / X$. If $X$ and $Y$ are symmetric, then so is $Y/X$.

**Lemma 5.4** The fundamental and dilatation functions of $\tilde{X}$ satisfy

$$\varphi_{\tilde{X}}(\lambda) = \frac{\lambda}{\varphi_X(\lambda)}, \quad \sigma_{\tilde{X}}(\lambda) \leq \lambda \sigma_X\left(\frac{1}{\lambda}\right).$$

(5.20)

The fundamental and dilatation functions of $Y/X$ satisfy

$$\varphi_{Y/X}(\lambda) = \frac{\varphi_Y(\lambda)}{\varphi_X(\lambda)}, \quad \sigma_{Y/X}(\lambda) \leq \sigma_Y(\lambda) \sigma_X\left(\frac{1}{\lambda}\right).$$

(5.21)

$\Rightarrow$ On the one hand,

$$\varphi_{\tilde{X}}(\lambda) = \|\chi(0,\lambda)\|_{\tilde{X}} \leq \sup_{\|x\|_X \leq 1} \int_0^\infty x^*(t)\xi(0,\lambda)(t)\,dt =$$

$$= \sup_{\|x\|_X \leq 1} \int_0^\lambda x^*(t)\,dt \leq \frac{\lambda}{\varphi_X(\lambda)};$$

on the other, the choice $y(s) = \frac{\xi_D(s)}{\varphi_X(\lambda)} (\mu(D) = \lambda)$ gives

$$\varphi_{\tilde{X}}(\lambda) \geq \int_0^\infty y^*(t)\xi(0,\lambda)(t)\,dt = \frac{\lambda}{\varphi_X(\lambda)}.$$

The second formula in (5.20) follows from

$$\|\sigma_{X^*}\|_{\tilde{X}} = \sup_{\|y\|_X \leq 1} \lambda(\sigma_{\tilde{X}}x^*, y^*) \leq \lambda; \quad \sigma_X\left(\frac{1}{\lambda}\right) \|x^*\|_{\tilde{X}}.$$ 

The relations (5.21) are proved similarly. $\Leftarrow$
We remark that in case \( \tilde{X} = X \) the equality \( \sigma_X(\lambda) = \lambda \sigma_{\tilde{X}}\left(\frac{1}{\lambda}\right) = \sigma_{\tilde{X}}(\lambda) \) holds.

For example, the formulas for \( \sigma_X \) in the space \( X = L_{p\land q} \) and \( X = L_{p\lor q} \) may be obtained in this way. Among these spaces, the case \( p = 1 \) and \( q = \infty \) is particularly important. In fact, the spaces \( L_{1\land \infty} \) and \( L_{1\lor \infty} \) are in a certain sense extremal in the class of symmetric spaces, inasmuch as

\[
L_{1\land \infty} \subseteq X \subseteq L_{1\lor \infty} \tag{5.22}
\]

(continuous imbeddings) for any symmetric space \( X \). This fact explains the importance of the spaces \( L_{1\land \infty} \) and \( L_{1\lor \infty} \) in interpolation theory.

We pass now to the study of \( V \)-pairs and \( V_0 \)-pairs introduced in Section 2.6. It turns out that \( V \)-pairs and \( V_0 \)-pairs \((X,Y)\) of symmetric spaces may be characterized by a very simple condition on their fundamental functions.

**Lemma 5.5** The following statements are equivalent for two quasi-regular symmetric spaces \( X \) and \( Y \):

(a) The fundamental functions \( \varphi_X \) and \( \varphi_Y \) satisfy

\[
\limsup_{\lambda \to 0} \frac{\varphi_X(\lambda)}{\varphi_Y(\lambda)} < \infty. \tag{5.23}
\]

(b) \((X,Y)\) is a \( V \)-pair.

(c) \((Y/X)^0 = \{0\}\).

(d) \(Y/X \subseteq L_{\infty}\).

\[ \Rightarrow \] Let (a) hold. The fact that \( X \) and \( Y \) are quasi-regular implies that one may choose \( u_0 = c_0_{XD} \) and \( v_0 = d_0_{XD} \) in the definition of a \( V \)-pair. But then (b) follows immediately from the formula (5.20) for the fundamental function \( \varphi_Y \) of \( Y \). The fact that (b) implies (c) was already proved in Lemma 2.8, and the fact that (c) implies (d) and (d) implies (a) is obvious. \[ \Leftarrow \]

Analogously, one may prove the following:

**Lemma 5.6** The following statements are equivalent for two quasi-regular symmetric spaces \( X \) and \( Y \):

(a) The fundamental functions \( \varphi_X \) and \( \varphi_Y \) satisfy

\[
\lim_{\lambda \to 0} \frac{\varphi_X(\lambda)}{\varphi_Y(\lambda)} = 0. \tag{5.24}
\]

(b) \((X,Y)\) is a \( V_0 \)-pair.

(c) \(Y/X = \{0\}\).

Observe that, by the formula (5.17) for the fundamental function of the Orlicz space \( L_M \), Lemma 4.4 is a special case of Lemmas 5.5 and 5.6.

We remark that similar criteria may be formulated for \( V^n \)-pairs and \( V^n_0 \)-pairs (see Section 2.8) in terms of the fundamental function. For instance, \((X,Y)\) is a \( V^n \)-pair (\( V^n_0 \)-pair, respectively) if and only if \( \limsup_{\lambda \to 0} \frac{\varphi_X(\lambda)}{\varphi_Y(\lambda)} < \infty \) \((if \ and \ only \ if \ \lim_{\lambda \to 0} \frac{\varphi_X(\lambda)}{\varphi_Y(\lambda)} = 0, \) respectively); compare this again with (4.39).
As we have seen in Sections 2.2 and 2.3, several important properties of ideal spaces (and the superposition operator between them) may be deduced from the asymptotic behaviour of the split functional $H$ defined in (2.15). We say that the fundamental function $\varphi_X$ of a symmetric space $X$ satisfies a $\Delta_2$ condition if there exist $\delta, \varepsilon \in (0,1)$ such that

$$\varphi_X(\delta \lambda) \leq \varepsilon \varphi_X(\lambda) \quad (\lambda > 0),$$

(5.25)

or, equivalently, for all $\varepsilon > 0$ there exists a $\delta \in (0,1)$ satisfying (5.25). In case $X = L_M$ with $M = M(u)$, this amounts, by (5.17), to $M\left(\frac{\lambda \mu}{\varepsilon}\right) \leq \frac{M(u)}{\delta}$, which is the usual $\Delta_2$ condition for Young functions (4.40) in the special case $\Omega_d = \emptyset$. The $\Delta_2$ condition for the dilatation function $\sigma_X$ is defined analogously.

**Lemma 5.7** Given a symmetric space $X$, let

$$H_\sigma(x) = \inf \{ \lambda : \| \sigma_\lambda x^* \|_{X^*} < 1\}. \quad (5.26)$$

Then the split functional (2.15) of $X$ satisfies the estimate

$$H(x) \leq H_\sigma(x) + 1.$$  

(5.27)

In particular, if the dilatation function (5.14) satisfies a $\Delta_2$ condition, then $X$ is a $\Delta_2$ space.

$\Rightarrow$ Fix $x \in X$ with $H_\sigma(x) < \infty$, and let $n = [H_\sigma(x)]$. By (5.26) and the continuity of the measure $\mu$ (recall that $\Omega_q = \emptyset$!), we can find a partition $\{D_1, \ldots, D_n\}$ of $\Omega$ such that $(P_{D_i} x)^*(t) \leq x^*(\frac{t}{n})$ ($i = 1, \ldots, n$). This implies that $\| P_{D_i} x \|_X \leq 1$, hence

$$H(x) \leq \sum_{i=1}^n \| P_{D_i} x \|_X \leq n \leq H_\sigma(x) + 1$$

as claimed. To prove the second assertion, choose $\lambda = \frac{1}{\delta}$ and $r \in \left(1, \frac{1}{\varepsilon}\right)$, where $\delta$ and $\varepsilon$ are given in (5.25). For any $x \in B_r(X)$ we have then

$$\| \sigma_{\frac{1}{\lambda}} x^* \|_{X^*} \leq r \sigma_X \left(\frac{1}{\lambda}\right) \leq \varepsilon r \sigma_X(1) = \varepsilon r < 1,$$

which shows that $H_\sigma$ is bounded on the ball $B_r(X)$; the statement follows now from (5.27) and Lemma 2.3. $\Leftarrow$

Recall that by $P_\omega$ we denote the averaging operator (2.52) associated with some countable partition $\{D_1, D_2, \ldots\}$ of $\Omega$. As before (see Section 2.6), we call a symmetric space $X$ average stable if every operator $P_\omega$ acts from $X$ into the second associate space $\tilde{X}$ and has norm $\|P_\omega\| = 1$. The following condition for average-stability, which we cite without proof, follows from Mitjagin’s interpolation theorem.

**Lemma 5.8** Every supersymmetric space is average-stable. In particular, every symmetric space $X$ which is isometrically isomorphic to $\tilde{X}$ is average-stable.
5.2 Lorentz and Marcinkiewicz spaces

We are now going to study certain classes of symmetric spaces which are of great
importance in the general interpolation theory of linear operators, but have not yet been
given much attention form the viewpoint of nonlinear superposition operators.

We call a quasi-concave function \( \phi : [0, \infty) \to [0, \infty) \) a Lorentz-Marcinkiewicz
function, or LM-function for short, if
\[
\lim_{\lambda \to \infty} \phi(\lambda) = \lim_{\lambda \to \infty} \frac{\lambda}{\phi(\lambda)} = 0.
\]
The function
\[
\tilde{\phi}(\lambda) = \frac{\lambda}{\phi(\lambda)}
\]
will be called associated LM-function to \( \phi \).

Let \( \phi \) be an LM-function. Obviously, the set of all \( x \in S^0 \) for which the functional
\[
[x]_\phi = \int_0^\infty \phi(\mu(x,h)) \, dh = \int_0^\infty x^*(\tau) \, d\tilde{\phi}(t)
\]
is finite, is a linear space \( \Lambda_\phi \). Equipped with the norm
\[
\|x\|_{\Lambda_\phi} = \sup \left\{ \langle x, y \rangle : \int_\Omega |y(s)| \, ds \leq \phi(\mu(D)) \right\},
\]
\( \Lambda_\phi \) becomes a symmetric perfect ideal space, the Lorentz space generated by \( \phi \).

If the LM-function \( \phi \) is concave, the norm (5.30) coincides with the functional
(5.29), while in general only the equivalence \( \|x\|_{\Lambda_\phi} \leq [x]_\phi \leq 2\|x\|_{\Lambda_\phi} \) holds. Similarly, the
set of all \( x \in S^0 \) for which the norm
\[
\|x\|_{M_\phi} = \sup_{D \subseteq \Omega} \frac{\phi(\mu(D))}{\mu(D)} \int_D |x(s)| \, ds
\]
is defined and finite is a symmetric perfect ideal space, the Marcinkiewicz space \( M_\phi \) generated by \( \phi \). The norm (5.31) may also be defined by
\[
\|x\|_{M_\phi} = \sup_{0 < h < \infty} \frac{\phi(\mu(x,h))}{\mu(x,h)} \int_h^\infty k \, d\mu(x,k)
\]
or
\[
\|x\|_{M_\phi} = \sup_{0 < t < \infty} \frac{\phi(t)}{t} \int_0^t x^*(\tau) \, d\tau = \sup_{0 < t < \infty} \phi(t) x^{**}(t).
\]

For some purposes it is useful to consider also the functional
\[
\langle x \rangle_\phi = \sup_{0 < t < \infty} \phi(t) x^*(t)
\]
instead of (5.33); by Lemma 5.3 (a), the estimate \( \langle x \rangle_{\phi} \leq \|x\|_{M_{\phi}} \) holds. A bilateral estimate as for \( \langle x \rangle_{\phi} \), however, holds only if the function \( \alpha(t) = \frac{1}{\phi(t)} \) belongs to the space \( M_{\phi}^\sigma \) (see (5.10)); in this case, \( < x >_{\phi} \leq \|x\|_{M_{\phi}} \leq \|\alpha\|_{M_{\phi}^\sigma} \langle x \rangle_{\phi} \).

Let us now calculate the functions (5.11) and (5.14) in the spaces \( \Lambda_{\phi} \) and \( M_{\phi} \). First, we have for \( D \in \mathcal{M} \) with \( \mu(D) = \lambda \)

\[
\phi_{\Lambda_{\phi}}(\lambda) = \sup \left\{ \langle \chi_D, y \rangle : \int_D |y(s)| \, ds \leq \phi(\mu(D)) \right\} = \phi(\lambda)
\]

and

\[
\phi_{M_{\phi}}(\lambda) = \sup \phi(t) \chi_D^*(t) = \phi(\lambda).
\]

This shows, in particular, that both \( \Lambda_{\phi} \) and \( M_{\phi} \) are quasi-regular spaces. The Lorentz space \( \Lambda_{\phi} \) is regular if and only if either \( \mu(\Omega) < \infty \), or \( \mu(\Omega) = \infty \) and \( \phi(\infty) = \lim_{\lambda \to \infty} \phi(\lambda) = \infty \). On the other hand, the Marcinkiewicz space \( M_{\phi} \) is never regular, since the function \( \beta(t) = \frac{d}{dt} \bar{\phi}(t) \) always belongs to \( M_{\phi}^\sigma \), but has not an absolutely continuous norm in \( M_{\phi} \).

In fact, the space \( M_{\phi}^0 \) consists precisely of all functions \( x \in M_{\phi} \) for which

\[
\lim \frac{\phi(\mu(D))}{\mu(D)} \int_D |x(s)| \, ds = \lim_{t \to 0} \frac{\phi(t)}{t} \int_0^t x^*(\tau) \, d\tau = 0,
\]

but, by the definition (5.28) of \( \bar{\phi} \),

\[
\lim_{t \to 0} \frac{\phi(t)}{t} \int_0^t \beta(\tau) \, d\tau = 0.
\]

Concerning the dilation function (5.14), we just remark that equality holds in (5.15) for \( X = \Lambda_{\phi} \) or \( X = M_{\phi} \).

From Lemma 5.7 it follows that both \( \Lambda_{\phi} \) and \( M_{\phi} \) are \( \Delta_2 \) space (hence split spaces; see Lemma 2.4) if \( \phi \in \Delta_2 \). This implies natural boundedness results for the superposition operator which will be discussed in Section 5.4.

It follows from the definition of the norms (5.30) and (5.31) that the spaces \( \Lambda_{\phi} \) and \( M_{\phi}^\sigma \) are associate to each other, i.e. \( \|x\|_{\Lambda_{\phi}} = \sup \{ \langle x, y \rangle : \|y\|_{M_{\phi}^\sigma} \leq 1 \} \) and \( \|x\|_{M_{\phi}} = \sup \{ \langle x, y \rangle : \|y\|_{\Lambda_{\phi}} \leq 1 \} \). Moreover, if either \( \mu(\Omega) < \infty \), or \( \mu(\Omega) = \infty \) and \( \phi(\infty) = \infty \), then \( M_{\phi}^\sigma = \tilde{\Lambda}_{\phi} = \Lambda_{\phi}^* \); on the other hand, \( \Lambda_{\phi}^* = \tilde{M}_{\phi} = (M_{\phi}^0)^* \).

In Section 5.1 we mentioned the fact that the spaces \( L_{1\Lambda^{\infty}} \) and \( L_{1\Lambda^{\infty}} \) are extremal in the class of all symmetric spaces (see (5.22)). If we consider only spaces \( X \) with fixed fundamental function \( \varphi_X = \phi \), then the corresponding Lorentz and Marcinkiewicz spaces play the role of extremal spaces:

**Lemma 5.9** Let \( X \) be a symmetric space whose fundamental function \( \varphi_X = \phi \) satisfies \( \phi(\infty) = \infty \). Then

\[
\Lambda_{\phi} \subseteq X \subseteq M_{\phi}
\]
The first imbedding follows from the fact that the simple functions are dense in $\Lambda_\phi$ in case $\phi(\infty) = \infty$, and the equality $\|\chi_D\|_X = \|\chi_D\|_{\Lambda_\phi}$. The second imbedding follows from the estimates
\[
\|x\|_X = \|x^*\|_{X^*} \geq \|P_{(0,t)}x^*\|_{X^*} \geq \frac{\phi(t)}{t} \int_0^t x^*(\tau) \, d\tau
\]
and the definition (5.33) of the norm in $M_\phi$. 

At this point, an important example is in order. For $1 < p < \infty$, the function $\phi(t) = t^\frac{1}{p}$ is obviously a (concave) LM-function; the associated function (5.28) is of course $\tilde{\phi}(t) = t^\frac{1}{p}$ with $\frac{1}{p} + \frac{1}{\tilde{p}} = 1$. Here the Lorentz space $\Lambda_p$ consists of all $x \in S^0$ for which
\[
\|x\|_{\Lambda_p} = \int_0^\infty \mu(x,h)^{\frac{1}{p}} \, dh = \frac{1}{p} \int_0^\infty x^*(t)^{\frac{1}{p}} \, dt < \infty.
\]
Likewise, the Marcinkiewicz space $M_p$ consists of all functions $x \in S^0$ for which
\[
\|x\|_{M_p} = \sup_{0 < h < \infty} \mu(x,h)^{\frac{1}{p}} \int_h^\infty k \, d\mu(x,k) = \sup_{0 < t < \infty} t^{\frac{1}{p}} \int_0^t x^*(\tau) \, d\tau < \infty,
\]
while its regular part $M_p^0$ is characterized by the condition
\[
\lim_{t \to 0} t^{\frac{1}{p}} \int_0^t x^*(\tau) \, d\tau = 0.
\]

It is easily seen that $M_p = \tilde{\Lambda}_p = \Lambda_p^*$ and $\Lambda_p = \tilde{M}_p = (M_p^0)^*$; moreover, $\Lambda_p \subseteq X \subseteq M_p$ for each symmetric space $X$ with $\varphi_X(\lambda) = \lambda^{\frac{1}{p}}$ (for example, $X = L_p$).

The Lorentz and Marcinkiewicz spaces may be generalized in various ways. For instance, given an LM-function $\phi$ and $q \in [1, \infty]$, one may consider the generalized Lorentz space $\Lambda_{\phi,q}$ of all functions $x \in S^0$ for which the norm
\[
\|x\|_{\Lambda_{\phi,q}} = \begin{cases} \left( \int_0^\infty \phi(t)^{q-1} x^{**}(t)^q \, d\phi(t) \right)^{\frac{1}{q}} & \text{if } 1 \leq q < \infty, \\ \sup_{0 < t < \infty} \phi(t) x^{**}(t) & \text{if } q = \infty, \end{cases}
\]
is finite. A comparison of (5.37) with (5.29) and (5.33) shows that $\Lambda_{\phi,1} = \Lambda_\phi$ and $\Lambda_{\phi,\infty} = M_\phi$. Since $\varphi_{\Lambda_{\phi,q}} = \phi(\lambda)$ for any $q$, we have
\[
\|x\|_{\Lambda_{\phi,\infty}} \leq \|x\|_{\Lambda_{\phi,q}} \leq \|x\|_{\Lambda_{\phi,1}} \quad (1 < q < \infty)
\]
by Lemma 5.9. Choosing again \( \phi(t) = t^\frac{1}{p} \) \( (1 < p < \infty) \), we obtain the classical interpolation space \( \Lambda_{p,q} \) of all functions \( x \in S^0 \) satisfying

\[
\|x\|_{\Lambda_{p,q}} = \left( \int_0^\infty t^{\frac{2}{q} - \frac{1}{q}} x^{**}(t) \frac{dt}{t} \right)^{\frac{1}{q}} < \infty \quad (1 \leq q < \infty)
\]

and

\[
\|x\|_{\Lambda_{p,\infty}} = \sup_{0 < t < \infty} t^{\frac{1}{p}} x^{**}(t) < \infty \quad (q = \infty),
\]

respectively. In particular, \( \Lambda_{p,1} = \Lambda_p \), \( \Lambda_{p,p} = L_p \), and \( \Lambda_{p,\infty} = M_p \).

Another possibility of generalizing the Lorentz space \( \Lambda_\phi \) consists in the following. Let \( \phi \) be a Lorentz-Marcinkiewicz function and \( M \) a Young function (see Section 4.1). The Lorentz-Orlicz space \( \Lambda_{\phi,M} \) contains, by definition, all functions \( x \in S^0 \) for which the norm

\[
\|x\|_{\Lambda_{\phi,M}} = \inf \left\{ k : k > 0, \int_0^\infty M\left(\frac{x^*(t)}{k}\right) d\phi(t) \leq 1 \right\}
\]

is finite. In particular, the "extremal" choice \( M(u) = |u| \) or \( \phi(t) = t \) gives the Lorentz space \( \Lambda_\phi \) and the Orlicz space \( L_M \) respectively. In the space \( \Lambda_{\phi,M} \) the fundamental function is given by

\[
\varphi_{\Lambda_{\phi,M}}(\lambda) = \frac{1}{M^{-1}\left(\phi(\lambda)\right)}.
\]

Finally, we remark that another symmetric space is the space \( \Lambda_{M,N} \) of all functions \( x \in S^0 \) for which the norm

\[
\|x\|_{\Lambda_{M,N}} = \inf \left\{ k : k > 0, \int_0^\infty N\left(\frac{1}{M^{-1}\left(\frac{1}{t}\right)}\right) N\left(\frac{x^*(t)}{k}\right) \frac{dt}{t} \leq 1 \right\}
\]

is finite, where \( M \) and \( N \) are two Young functions. In particular, \( \Lambda_{M,M} \) is the Orlicz space \( L_M \), while \( \Lambda_{M,\infty} \) coincides with the "weak Orlicz space" of all functions \( x \in S \) for which

\[
\|x\|_{\Lambda_{M,\infty}} = \sup_{0 < t < \infty} \frac{x^{**}(t)}{M^{-1}\left(\frac{1}{t}\right)} < \infty.
\]

In the case \( M(u) = \frac{|u|^p}{p} \) and \( N(u) = \frac{|u|^q}{q} \), of course, we get again the spaces \( \Lambda_{p,q} \) and \( \Lambda_{p,\infty} = M_p \) described above.

5.3 Acting conditions in symmetric spaces

The investigation of the superposition operator in general symmetric spaces is far from being complete. Nevertheless, since symmetric spaces are special ideal spaces, many results proved in Chapter 2 may be made more precise.
Let $X$ and $Y$ be two symmetric spaces with fundamental functions $\varphi_X$ and $\varphi_Y$, respectively. Suppose that the function $f = f(u)$ does not depend on $s$, that $f(0) = 0$, and that the corresponding superposition operator $F$ acts between $X$ and $Y$ and is bounded on some ball $B_r(X)$. Since all functions of the form $(D \in \mathcal{M}, r > 0)$

$$x(s) = \frac{r}{\varphi_X(\mu(D))} \left(\chi_{D_0}(s) - \chi_{D \setminus D_0}(s)\right) \quad (D_0 \subseteq D)$$

belong to the ball $B_r(X)$, their images

$$Fx(s) = f \left(\frac{r}{\varphi_X(\mu(D))}\right) \left(\chi_{D_0}(s) - \chi_{D \setminus D_0}(s)\right)$$

belong to some ball $B_{m(r)}(Y)$. This implies that $\left|f \left(\frac{r}{\varphi_X(\mu(D))}\right)\right| \varphi_Y(\mu(D)) \leq m(r)$, hence

$$\left|f \left(\frac{r}{\varphi_X(\lambda)}\right)\right| \leq \frac{m(r)}{\varphi_Y(\lambda)} \quad (0 \leq \lambda \leq \mu(\Omega)).$$

Putting $\frac{r}{\varphi_X(\lambda)} = u$ we thus arrive at the following elementary theorem:

**Theorem 5.1** Assume that the function $f = f(u)$ does not depend on $s$, and that $f(0) = 0$. Suppose that the superposition operator $F$ generated by $f$ acts between two symmetric spaces $X$ and $Y$ and is bounded on some ball $B_r(X)$. Then $f$ satisfies the estimate

$$|f(u)| \leq m(r) \left(\varphi_Y \left(\varphi_X^{-1} \left(\frac{r}{|u|}\right)\right)\right)^{-1}$$

for $c_-(r) \leq |u| \leq c_+(r)$, where $c_-(r) = r \varphi_X(\mu(\Omega))^{-1}$ and $c_+(r) = r \varphi_X(0+)^{-1}$.

The problem arises whether the condition (5.41) is also sufficient for $F$ to be bounded between $X$ and $Y$. The simplest case when the answer to this problem is affirmative is when $X = Y$; hence $\varphi_X = \varphi_Y$. In this case (5.41) becomes

$$|f(u)| \leq \frac{m(r)}{r} |u| \quad (c_-(r) \leq |u| \leq c_+(r)),$$

which is trivially sufficient for $F(B_r(x)) \subseteq B_{m(r)}(Y)$. A simple generalization can be obtained if the fundamental functions $\varphi_X$ and $\varphi_Y$ are related by $\varphi_Y(\lambda) = \gamma(\varphi_X(\lambda))$, where the superposition operator $\Gamma x(s) = f(x(s))$ acts from $X$ into $Y$. Apart from the trivial case $\gamma(t) = t$, the case $\gamma(t) = t^\varkappa$ is rather important; here the operator $\Gamma$ acts from $X$ into the space $Y = X^\varkappa$ ($\varkappa > 0$) of all functions $x \in S$ for which the norm

$$\|x\|_{X^\varkappa} = \left\| \left| x \left(\frac{1}{|u|}\right) \right|^\varkappa \right\|_X$$

makes sense and is finite. For example, $(L_p)^\varkappa = L_q$ with $\varkappa = p$, and $(L_M)^\varkappa = L_N$ with $N(u) = M \left( u^\frac{\varkappa}{\varkappa} \right)$. Observe that the classical acting condition (3.19) for $F$ between $L_p$ and $L_q$ may be deduced in this way.

Another type of sufficient acting conditions may be obtained in the following manner. Since any symmetric space $X$ with fundamental function $\phi = \varphi_X$ is imbedded in the Marcinkiewicz space $M_\phi$ (Lemma 5.9), the acting condition $F(M_\phi) \subseteq Y$ implies trivially the acting condition $F(X) \subseteq Y$. For $F(M_\phi) \subseteq Y$ it is in turn sufficient that the function
\( \tilde{y}(s) = f \left( \frac{r}{\phi(s)} \right) \) belongs to the space \( Y \) for some \( r > 0 \), because all functions \( x \in B_\epsilon(X) \) satisfy the estimate \( x^*(t) \leq \frac{r}{\phi(t)} \), by the definition of the norm (5.33). We summarize with the following:

**Theorem 5.2** Suppose that the function \( f = f(u) \) does not depend on \( s \), and that \( f(0) = 0 \). Given two symmetric spaces \( X \) and \( Y \), assume that the function \( \tilde{y}(s) = f \left( \frac{r}{\varphi_X(s)} \right) \) belongs to \( Y \) for some \( r > 0 \). Then the superposition operator \( F \) generated by \( f \) maps the ball \( B_\epsilon(X) \) into the space \( Y \).

Unfortunately, the requirement that \( \tilde{y} \in Y \) is, in general, very restrictive. The only case when the acting condition \( F(x) \subseteq Y \) implies that \( \tilde{y} \in Y \) is that of the Marcinkiewicz space \( M_\phi \) with \( \phi \in \Delta_2 \). In this way, we arrive at the following acting condition, which is, in contrast with Theorems 5.1 and 5.2, both necessary and sufficient.

**Theorem 5.3** Suppose that the function \( f = f(u) \) is independent of \( s \), continuous, and monotonically increasing with \( f(0) = 0 \). Let \( \phi \) and \( \psi \) be two \( LM \)-functions. Then the superposition operator \( F \) generated by \( f \) maps the ball \( B_\epsilon(M_\phi) \) into the space \( M_\psi \) if and only if the estimate

\[
|f(u)|\psi \left( \phi^{-1} \left( \frac{r}{|u|} \right) \right) \leq m(r) \quad (5.42)
\]

holds for \( c_-(r) \leq |u| \leq c_+(r) \) and some \( m(r) > 0 \).

\( \Rightarrow \) The sufficiency of (5.42) follows from a trivial calculation and the fact that \( (Fx)^* = F(x^*) \), by the monotonicity and continuity of \( f \). To prove the necessity, one has to consider the functions \( u = \frac{r}{\phi(s)} \) and apply Theorem 5.2. \( \Leftarrow \)

We remark that for the classical Marcinkiewicz spaces \( M_p \) and \( M_q \) (see (5.36)) condition (5.42) takes the form

\[
|f(u)| \leq b |u|^\frac{p}{q} \quad \left( r(\mu(\Omega))^{\frac{1}{p}} \leq |u| < \infty \right)
\]

with \( b = b(r) = m(r)r^{-\frac{q}{p}} \), which is similar to the classical Krasnosel’skij condition (3.19) in the case \( f = f(u) \) and \( f(0) = 0 \).

In general symmetric spaces, necessary and sufficient acting conditions are not known. Since symmetric spaces are defined in terms of the decreasing rearrangement (5.4), a "good" condition for handling the acting problem in such spaces would be the condition \( (Fx)^* = F(x^*) \) used in Theorem 5.3. Unfortunately, this condition is very difficult to verify, except for very restrictive classes of nonlinearities \( f \), as those considered in Theorem 5.3.

In order to obtain general information about the superposition operator \( F \) in case of a function \( f = f(s,u) \) depending on both \( s \) and \( u \), it would be useful to find the explicit form of the rearrangement of the operator \( F \)

\[
F^*\xi(t) = \sup_{x^* \leq \xi} (Fx)^*(t) \quad (\xi \in X^*), \quad (5.43)
\]

where the supremum is taken over all functions \( x \in X \) with \( x^*(t) \leq \xi(t) \) almost everywhere on \( (0, \infty) \). Under the hypotheses of Theorem 5.3 we have \( F^* = F \), of course; in general,
an explicit description of $F^*$ is extremely difficult. A good knowledge of the operator $F^*$ would enable us to give conditions (at least sufficient) for the operator $F$ to act between two symmetric spaces $X$ and $Y$. For instance, if $F^*$ given in (5.43) acts in the space $L_1$, then $F$ acts in both the Lorentz space $L_\phi$ and the Marcinkiewicz space $M_\phi$, as well as in the interpolation spaces defined in (5.37).

The foregoing discussion shows that very little is known on the acting problem for the superposition operator in general symmetric spaces, or, in particular, in Lorentz and Marcinkiewicz spaces. If we know a priori, however, that $F$ acts in such spaces, some analytical and topological properties of $F$ hold automatically which may be obtained on the base of the general results of Chapter 2. A description of such properties will be carried out in the following section.

5.4 Some properties in symmetric spaces

Combining the general results obtained in Chapter 2 with the special properties of symmetric spaces (especially Lorentz and Marcinkiewicz spaces) discussed in Section 5.2, we arrive at several statements on the superposition operator between such spaces. Here we assume as before that the generating function $f$ is a Carathéodory function, and the underlying measure is atomic-free (i.e. $\Omega_d = \emptyset$).

Theorem 5.4 Suppose that the superposition operator $F$ generated by $f$ acts between two symmetric spaces $X$ and $Y$, where the dilatation function $\sigma_X$ of $X$ (see (5.14)) satisfies a $\Delta_2$ condition. Then $F$ is bounded on bounded sets. The assertion is true, in particular, if $X = L_\phi$ or $X = M_\phi$ with $\phi \in \Delta_2$.

$\Rightarrow$ The proof follows from Theorem 2.3 and Lemma 5.7. $\Leftarrow$

Theorem 5.5 Suppose that the superposition operator $F$ generated by $f$ acts between two symmetric spaces $X$ and $Y$, where the simple functions are dense in $Y$ and the fundamental function of $Y$ satisfies condition (5.16). Then $F$ is continuous. The assertion is true, in particular, if $Y = L_\phi$ with $\phi(\infty) = \infty$ or $Y = M_0^n$.

$\Rightarrow$ The proof follows from Theorem 2.6 and the fact that (5.16) implies the regularity of $Y$. $\Leftarrow$

Theorem 5.6 Suppose that the superposition operator $F$ generated by $f$ acts between two symmetric spaces $X$ and $Y$. Then the following three conditions are equivalent:

(a) The operator $F$ satisfies the Lipschitz condition (2.44).
(b) Given any two functions $x_1, x_2 \in B_r(X)$, one can find a function $\xi \in B_k(r)(Y/X)$ such that (2.45) holds.
(c) The function $f$ satisfies a Lipschitz condition

$$|f(s,u) - f(s,v)| \leq g(s,w)|u - v| \quad (|u|, |v| \leq w)$$

(5.44)

where the function $g$ generates a superposition operator $G$ which maps the ball $B_r(X)$ into the ball $B_k(r)(Y/X)$.

In particular, if (5.23) holds, then the function $g$ in (5.44) is bounded; similarly, if (5.24) holds, then $F$ satisfies a Lipschitz condition if and only if $f$ does not depend on $u$. The assertion is true, in particular, if $X$ and $Y$ are Lorentz or Marcinkiewicz spaces.
The proof follows from Theorem 2.11 and Lemmas 5.5 and 5.6.

**Theorem 5.7** Suppose that the superposition operator $F$ generated by $f$ acts between two symmetric spaces $X$ and $Y$, where $Y$ is supersymmetric. Then the Lipschitz condition (2.44) and the Darbo condition (2.50) are equivalent. The assertion is true, in particular, if $X$ and $Y$ are Lorentz or Marcinkiewicz spaces.

The proof follows from Theorem 2.13.

**Theorem 5.8** Suppose that the superposition operator $F$ generated by $f$ acts between two symmetric spaces $X$ and $Y$ and is differentiable at some point $x \in X$. Then $f$ is of the form (2.59) with $a \in Y$ and $b \in L_\infty$ if (5.23) holds, and $f$ is independent of $u$ if (5.24) holds. The assertion is true, in particular, if $X$ and $Y$ are Lorentz or Marcinkiewicz spaces.

The proof follows from Theorem 2.15.

### 5.5 Notes, remarks and references

1. Symmetric spaces are, apart from Orlicz spaces and their generalizations, the most important class of ideal spaces of measurable functions. We do not pretend to give all the original papers where the concepts discussed above appear for the first time, but have mainly followed the presentation in [184]; see also [69]. Symmetric spaces are often called rearrangement-invariant spaces in a great deal of the literature, since any two equimeasurable functions have the same norm in such a space. Much information on decreasing rearrangements can be found in the classical monographs [75], [144], and [196].

Supersymmetric spaces are extremely important in interpolation theory, since they are precisely the interpolation spaces between $L_{1,\infty}$ and $L_{1/\infty}$ with interpolation constant 1; see Theorem 4.3 in [184].

The notion of the fundamental function of a symmetric space is due to Je.M. Semjonov [285]. Almost all the properties of symmetric spaces which are described in terms of the fundamental function in Section 5.1 (in particular, Lemma 5.4) may be found in the book [184]. The description of $V$-pairs and $V_0$-pairs of symmetric spaces by means of their fundamental functions (Lemmas 5.5 and 5.6) is taken from [34].

Lemma 5.7 is proved in [32]; Mitjagin’s interpolation theorem, which is referred to in Lemma 5.8, may be found in [226].

2. Lorentz spaces have been introduced in [195], where also the relation $\Lambda_\phi^* = M_\tilde{\phi}$ is established. The Marcinkiewicz subspaces $M_\phi^0$ have been considered by Je.M. Semjonov in [284], where also the relation $(M_\phi^0)^* = \Lambda_\phi^*$ is established. The imbedding result given in Lemma 5.9 is taken from [285]. The observation that, given two symmetric spaces $X$ and $Y$ with fundamental functions $\varphi_X$ and $\varphi_Y$, respectively, the imbedding $M_{\varphi_X} \subseteq \Lambda_{\varphi_Y}$ implies the imbedding $X \subseteq Y$, leads to the following sufficient condition [285]: the space $X$ is imbedded in the space $Y$ if

$$\int_0^{\mu(\Omega)} \frac{d}{d\lambda} \tilde{\varphi}_X(\lambda) d\varphi_Y(\lambda) < \infty,$$
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where $\tilde{\varphi}_X$ is the associated function to $\varphi_X$ (see (5.28)).

The $\Delta_2$ condition (5.25) for an LM-function $\phi$ plays a similar role for the spaces $\Lambda_\phi$ and $M_\phi$ as the $\Delta_2$ condition (4.40) for Orlicz spaces. For example, $\phi \in \Delta_2$ implies that both the Lorentz space $\Lambda_\phi$ and the Marcinkiewicz space $M_\phi$ are $\Delta_2$-spaces. Conversely, if $\Lambda_\phi$ is a $\Delta_2$-space, then $\phi \in \Delta_2$. In fact, in case $\phi \notin \Delta_2$ the superposition operator $F(x(s)) = \frac{1}{\phi \left( \frac{1}{|x(s)|} \right)}$ acts from $\Lambda_\phi$ into the Lebesgue space $L_1$, but is unbounded on each ball $B_r(\Lambda_\phi)$ with radius $r > 1$; thus $\Lambda_\phi$ is not a $\Delta_2$-space, by Theorem 2.3. We do not know whether the condition $\phi \in \Delta_2$ is necessary for $M_\phi$ to be a $\Delta_2$-space.

The spaces $\Lambda_{\phi,\mathcal{M}}$ (see (5.38)) are described in [207], the spaces $\Lambda_{\mathcal{M},\mathcal{N}}$ (see (5.39)) in [17], and the spaces $\Lambda_{\phi,q}$ (see (5.37)) in [23]. The spaces $\Lambda_{p,q}$, $\Lambda_p = \Lambda_{p,1}$, and $M_p = \Lambda_{p,\infty}$ are of course classical (see e.g. [75], [147], or [250]).

3. Very little is known about the superposition operator in symmetric spaces. Apart from the Lebesgue and Orlicz space case, acting conditions which are both necessary and sufficient may be given only for Marcinkiewicz spaces (see Theorem 5.3, which was proved in the special case $M_\phi = M_p$ and $M_\psi = M_q$ in [37]).

Almost nothing is known about the operator (5.43) either. Nevertheless, the integral functional

$$\Psi_\xi = \sup_{X^* \leq \xi} \int_{\Omega} f(s,x(s)) \, ds \quad (\xi \in X^*)$$

is somewhat easier to deal with. For instance, a classical result (due to G.G. Lorentz) states that, if the function $f = f(s,u)$ is nonnegative, decreasing in $s$, and increasing in $u$, then

$$\Psi_\xi = \int_{0}^{\infty} f(t,\xi(t)) \, dt.$$

In the paper [149], the authors study the function

$$\psi_\xi = \inf_{\Omega} \int f(s,x(s)) \, ds \quad (\xi \in \mathbb{R}),$$

where the infimum is taken over all functions $x \in L_1$ with integral $\xi$. Finally, some relations between $(Fx)^*$ and $F(x^*)$ in symmetric spaces, especially Orlicz spaces, are established in [41].

4. All results presented in Section 5.4 are, of course, immediate consequences of the more general results given in Chapter 2. We remark, however, that more statements on the superposition operator between symmetric spaces may be obtained than those following from Chapter 2. For example if $F$ acts in a symmetric space $X$ and is absolutely bounded (see Section 2.4), then $F$ maps the Marcinkiewicz space $M_\phi$ into its regular part $M_\phi^0$ where $\phi = \varphi_X$; the converse is not true [23].
Chapter 6

The superposition operator in the spaces $C$ and $BV$

Apart from the space $S = S(\Omega)$, which was studied in detail in Chapter 1, the space $C = C(\Omega)$ of all continuous functions on a complete metric space $\Omega$ plays an important role in both linear and nonlinear analysis. If $\Omega$ is a compact subset of Euclidean space without isolated points, most results on the superposition operator in $C(\Omega)$ are of course well-known "folklore". For instance, in this case $F$ maps $C$ into itself if and only if $f$ is continuous on $\Omega \times \mathbb{R}$, and $F$ is always bounded and continuous. A somewhat more careful analysis is required, however, if $\Omega$ has isolated points.

Before studying the superposition operator in the space $C$, we discuss a certain continuity property "up to small sets" of functions $f = f(s,u)$ which is usually called the Scorza-Dragoni property. It turns out that the functions having this property are precisely the Carathéodory functions.

The main sections of this chapter are devoted to the study of the superposition operator from $C$ into $C$, from $C$ into $S$, and from $S$ into $C$. Since $C$ is a thick set in $S$, there is no essential difference between the cases $F(S) \subseteq S$ and $F(C) \subseteq S$. On the other hand, the requirement that $F(S) \subseteq C$ leads to a strong degeneracy, as will be shown at the end of Section 6.4.

The last section will be concerned with the superposition operator in the space $BV$ of functions of bounded variation. Here one can give a necessary and sufficient acting condition only in the autonomous case $f = f(u)$, while in the general case $f = f(s,u)$ only sufficient conditions are known.

6.1 The space $C$

Let $\Omega$ be a complete metric space with metric $d$. As usual, by $C = C(\Omega)$ we denote the set of all continuous (real or complex) functions $x$ on $\Omega$; with the natural algebraic operations, the set $C$ becomes a linear space.

In the most important case when $\Omega$ is compact, the space $C(\Omega)$ is a separable Banach space, equipped with the norm

$$\|x\|_C = \max_{s \in \Omega} |x(s)|. \tag{6.1}$$

Moreover, the trivial inequality $\|xy\|_C \leq \|x\|_C \|y\|_C$ shows that the space $C$ is also an algebra.

We point out that only the set $\Omega'$ of all accumulation points of $\Omega$ is of interest, since any function is trivially continuous at each isolated point.
We recall briefly some classical facts about the space $C$. First, a subset $N \subseteq \Omega$ is precompact if and only if $N$ is bounded and equicontinuous (Arzela-Ascoli’s theorem). If the space $C$ is considered with the norm (6.1), its dual space $C^*$ is the space of all Borel measures $\mu$ on $\Omega$ with norm $\|\mu\|_{C^*} = \text{var} (\mu, \Omega)$, where $\text{var} (\mu, \Omega)$ denotes the total variation of $\mu$ on $\Omega$. Finally, a subalgebra $A \subseteq C$ is dense in $C$ if $A$ separates the points of $\Omega$, is stable with respect to complex conjugation, and contains all constants (Stone-Weierstrass’ theorem).

If $\Omega$ is not compact it is not possible to introduce a norm on $C(\Omega)$, but only a family of seminorms $p_K$ given by $p_K(x) = \max_{x \in K} |x(s)|$, where $K$ runs over all compact subsets of $\Omega$. In this way, $C(\Omega)$ becomes a locally convex linear space. If $\Omega$ is countably compact (i.e. if $\Omega$ a countable union of compact sets, say $K_1, K_2, \ldots$), the space $C(\Omega)$ is even a separable metrizable locally convex space, where the metric may be given by

$$\rho(x, y) = \sum_{n=1}^{\infty} 2^{-n} \frac{p_{K_n}(x - y)}{1 + p_{K_n}(x - y)}.$$ 

In general, the space $C(\Omega)$ is not metrizable.

For each function $x \in C$ we denote by

$$\omega(x, \sigma) = \sup_{d(s,t) \leq \sigma} |x(s) - x(t)|$$

its modulus of continuity; obviously, $\omega(x, \cdot)$ is decreasing in $\sigma$ and

$$\lim_{\sigma \to 0} \omega(x, \sigma) = 0$$

if and only if $x$ is uniformly continuous on $\Omega$.

Usually the set $\Omega$ is not only a metric space, but also a measure space in the sense mentioned at the beginning of Chapter 1, i.e. $\Omega$ is equipped with a $\sigma$-algebra $\mathcal{M}$ of subsets and a countably additive and $\sigma$-finite measure $\mu$. In this case, the following compatibility condition is usually assumed between the measure and the metric structure of $\Omega$ which we called regularity of $\mu$ in Section 1.1: given $D \in \mathcal{M}$ and $\varepsilon > 0$, there exists a compact subset $D_\varepsilon$ of $\Omega$ such that $\lambda(D \triangle D_\varepsilon) < \varepsilon$, where $\lambda$ denotes an equivalent normalized measure. In this situation, the $\sigma$-algebra $\mathcal{M}$ contains all compact (and hence all Borel) subsets of $\Omega$.

The fact that $\Omega$ carries both a measure and a metric structure enables us to consider the spaces $S = S(\Omega)$ and $C = C(\Omega)$ simultaneously. Since the closed and bounded subsets of $\Omega$ belong to $\mathcal{M}$, the space $C$ is always imbedded in the space $S$. Conversely (Luzin’s theorem), given $x \in S$ and $\varepsilon > 0$, one can find a subset $\Omega_\varepsilon \subseteq \Omega$ such that $\lambda(\Omega_\varepsilon) < \varepsilon$ and the function $x$ is continuous on $\Omega \setminus \Omega_\varepsilon$. A certain analogue to this for functions $f = f(s, u)$ will be considered below (see Theorem 6.1).

Luzin’s theorem implies, in particular, that $C$ is a thick set in $S$ (see the remark after Lemma 1.2).

### 6.2 Some properties of Carathéodory functions

This section is devoted to some special properties of functions $f = f(s, u)$ of two variables which are useful in applications to nonlinear equations involving the superposition operator or related nonlinear operators.
We shall say that a function \( f = f(s,u) \) on \( \Omega \times \mathbb{R} \) is a Scorza-Dragoni function (or function which satisfies a Scorza-Dragoni condition) if for each \( \varepsilon > 0 \) one can find an open subset \( \Omega_\varepsilon \subseteq \Omega \) such that \( \lambda(\Omega_\varepsilon) < \varepsilon \) and the function \( f \) is continuous on the product \((\Omega \setminus \Omega_\varepsilon) \times \mathbb{R} \). Note that the Scorza-Dragoni property plays a similar role for functions on \( \Omega \times \mathbb{R} \) as the Luzin property for functions on \( \Omega \). The following result, which is usually referred to as the Scorza-Dragoni lemma, establishes an important relation to Carathéodory functions (see Section 1.4).

**Theorem 6.1** Every Scorza-Dragoni function is a Carathéodory function, and vice versa.

⇒ The fact that every Scorza-Dragoni function is a Carathéodory function is obvious; therefore we shall prove only the converse.

Let \( n \) be a natural number, and denote by \( \gamma_n(s) \) the supremum of all \( \gamma \in \mathbb{R} \) with the property that, whenever \( u_1, u_2 \in \mathbb{Q} \) satisfy \( |u_1 - u_2| < \gamma \) and \( |u_1|, |u_2| \leq n \) we have \( |f(s,u_1) - f(s,u_2)| \leq \frac{1}{n} \). Obviously, all functions \( \gamma_n \) are positive almost everywhere on \( \Omega \), and converge to 0 almost everywhere as \( n \to \infty \). The functions \( \gamma_n \) are also measurable: in fact, we have \( \{ s : \gamma_n(s) > h \} = \left\{ s : \varphi_{n,h}(s) \leq \frac{1}{n} \right\} \) (0 < \( h < \infty \)), where

\[
\varphi_{n,h}(s) = \sup \{ |f(s,u_1) - f(s,u_2)| : u_1,u_2 \in \mathbb{Q}; |u_1 - u_2| \leq h; |u_1|, |u_2| \leq n \},
\]

and the functions \( \varphi_{n,h}(s) \) are measurable as least upper bounds of measurable functions.

Let \( \varepsilon > 0 \) be given. From the measurability of \( \gamma_n \) it follows that there exists a natural number \( k(n) \) such that the set \( D^0_n = \left\{ s : \gamma_n(s) < \frac{1}{k(n)} \right\} \) has \( \lambda \)-measure at most \( 2^{-(n+1)} \varepsilon \).

Now let \( Q_n \) be the set of all \( u_{n,j} = -n + \frac{j}{k(n)} \) \( (j = 0,1,\ldots,N(n) = 2nk(n)) \) and denote by \( D_{n,j} \) and \( f_{n,j} \) \( (j = 0,1,\ldots,N(n)) \) subsets of \( \Omega \) and continuous functions, respectively, with the property that \( \lambda(D_{n,j}) \leq \varepsilon 2^{-(n+1)}(N(n) + 1)^{-1} \) and \( f(s,u_{n,j}) = f_{n,j}(s) \) \( (s \in \Omega \setminus D_{n,j}) \), which is possible by Luzin’s theorem. Finally, consider the functions

\[
f_n(s,u) = \begin{cases} 
  f_{n,0}(s) & \text{if } u \leq -n, \\
  \frac{u_{n,j} - u}{u_{n,j} - u_{n,j-1}} f_{n,j-1}(s) + \frac{u - u_{n,j-1}}{u_{n,j} - u_{n,j-1}} f_{n,j}(s) & \text{if } u_{n,j-1} \leq u \leq u_{n,j}, \\
  f_{n,N(n)}(s) & \text{if } u \geq n,
\end{cases}
\]

By construction, the functions \( f_n \) are continuous on \( \Omega \times \mathbb{R} \) and satisfy the estimate

\[
|f(s,u) - f_n(s,u)| \leq \frac{1}{n} \quad (s \in \Omega \setminus D_n, |u| \leq n),
\]

where \( D_n = D^0_n \cup D_{n,1} \cup D_{n,2} \cup \ldots \cup D_{n,N(n)} \). The set \( \Omega_\varepsilon = \bigcup_{n=1}^{\infty} D_n \) has \( \lambda \)-measure at most \( \varepsilon \), by construction. Moreover, without loss of generality we may assume that \( \Omega_\varepsilon \) is open, since the measure \( \mu \) was assumed to be regular. Now, (6.4) implies that the sequence
that all $s \in S$ such that $v \leq x_\ast \leq w$ and $M(s) = f(s, x_\ast(s))$.  

\[ \Rightarrow \text{The measurability of } M \text{ follows from the fact that } f \text{ is a Carathéodory function. Moreover, the functions } M_h(s) = \sup \{ f(s, u) : v(s) \leq u \leq \min\{h, w(s)\} \} \text{ are also measurable. Denote by } x_\ast(s) \text{ the minimal value of } u \text{ such that } f(s, u) = M(s); \text{ we claim that } x_\ast \text{ is a measurable function. In fact, this follows from the equality } \{ s : x_\ast(s) > h \} = \{ s : M(s) \geq M_h(s) \} \text{ and the measurability of } M \text{ and } M_h. \text{ This completes the proof.} \]

### 6.3 The superposition operator in the space $C$

Throughout the remaining part of this chapter we assume that the set $\Omega$ is compact. In this case, the problem of characterizing the acting condition $F(C) \subseteq C$ becomes rather easy.

**Theorem 6.3** The superposition operator $F$ generated by $f$ maps the space $C$ into itself if and only if the function $f$ is continuous on $\Omega' \times \mathbb{R}$, where $\Omega'$ denotes the set of all accumulation points of $\Omega$.

\[ \Rightarrow \text{The fact that the continuity of } f \text{ on } \Omega' \times \mathbb{R} \text{ implies the acting condition } F(C) \subseteq C \text{ is obvious. To prove the converse implication, we observe first that } F(C) \subseteq C \text{ implies the continuity of } f(\cdot, u) \text{ on } \Omega' \text{ for all } u \in \mathbb{R}. \text{ Moreover, if } f \text{ is discontinuous at some point } (s_0, u_0) \in \Omega' \times \mathbb{R}, \text{ we may find a sequence } (s_n, u_n) \text{ converging to } (s_0, u_0) \text{ such that} \]

\[ |f(s_n, u_n) - f(s_0, u_0)| > \varepsilon_0 > 0. \quad (6.6) \]

Here it suffices to distinguish the two cases when either all $s_n$ belong to $\Omega'$, or all $s_n$ belong to $\Omega \setminus \Omega'$. In the first case we may find a sequence of different points $\bar{s}_n$ such that $d(s_n, \bar{s}_n) < \frac{1}{n}$ and $|f(\bar{s}_n, u_n) - f(s_n, u_n)| < |f(s_n, u_n) - f(s_0, u_0)| - \varepsilon_0$; thus we may assume that all $s_n$ in (6.6) are mutually different. In the second case, we may always suppose, without loss of generality, that the $s_n$ are different.

By the classical Tietze-Uryson theorem there exists a continuous function $x_\ast$ such that $x_\ast(s_n) = u_n$ for $n = 0, 1, \ldots$; but (6.6) shows that then $F x_\ast$ is discontinuous at $s = s_0$, contradicting the hypothesis $F(C) \subseteq C$. $\Leftarrow$

In the case when the set $\Omega$ is perfect (i.e. $\Omega = \Omega$), Theorem 6.3 amounts to the fact that $F(C) \subseteq C$ if and only if $f$ is continuous on $\Omega \times \mathbb{R}$; in this version, Theorem 6.3 was used by many people in applications of nonlinear analysis.
Theorem 6.4 Suppose that the superposition operator $F$ generated by $f$ maps the space $C$ into itself. Then $F$ is bounded if and only if $f(s, \cdot)$ is bounded for each $s \in \Omega \setminus \Omega'$.

⇒ The fact that the boundedness of $F$ implies that of the functions $f(s, \cdot)$ for $s \in \Omega \setminus \Omega'$ is obvious. By Theorem 6.3, $f$ is continuous on $\Omega' \times \mathbb{R}$. By Weierstrass' theorem, for each $r > 0$ we may choose $m(r) > 0$ and $\delta(r) > 0$ such that $|f(s, u)| \leq m(r)$ for $|u| \leq r$ and $\text{dist}(s, \Omega') \leq \delta(r)$. Now, let $N \subseteq C$ be bounded, say $N \subseteq B_{r}(C)$, and let $m(r)$ and $\delta(r)$ be chosen as above. Since $\Omega$ is compact, by our general assumption, the estimate $\text{dist}(s, \Omega') > \delta(r)$ holds only for finitely many $s \in \Omega$. This means that $\tilde{m}(r) = \sup \{|f(s, u)| : |u| \leq r, \text{dist}(s, \Omega') \geq \delta(r)\} < \infty$.

Consequently, for $x \in N$ we have

$$|f(s, x(s))| = \begin{cases} m(r) & \text{if dist}(s, \Omega') \leq \delta(r), \\ \tilde{m}(r) & \text{if dist}(s, W') \geq \delta(r), \end{cases}$$

and hence $FN \subseteq C$ is also bounded. ⇐

The proof of Theorem 6.4 shows that the growth function (2.24) in the space $C$ satisfies the estimate

$$\mu_{F}(r) \leq \max \{m(r), \tilde{m}(r)\}. \quad (6.7)$$

Of course, in case $\Omega = \Omega'$ this simplifies to $\mu_{F}(r) = \nu_{f}(r)$, where

$$\nu_{f}(r) = \max_{|u| \leq r, s \in \Omega} |f(s, u)|; \quad (6.8)$$

compare this with the corresponding formula for $L_{\infty}$ (see (3.50) and (3.51)).

Theorem 6.5 Suppose that the superposition operator $F$ generated by $f$ maps the space $C$ into itself. Then $F$ is continuous if and only if $f(s, \cdot)$ is continuous for each $s \in \Omega \setminus \Omega'$.

⇒ The statement follows from the definition of the norm (6.1) and classical theorems of calculus. In particular, the continuity of $f(s, \cdot)$ ($s \in \Omega \setminus \Omega'$) follows trivially from the continuity of $F$. ⇐

We remark that, under the hypotheses of Theorem 6.5, $F$ is also uniformly continuous (on bounded sets). Moreover, its modulus of continuity is given by

$$\Omega_{F}(r, \delta) = \max \{|f(s, u) - f(s, v)| : s \in \Omega; |u|, |v| \leq r; |u - v| \leq \delta\};$$

compare this with (3.31).

To conclude this section we give a comparison between the Lipschitz and Darbo conditions for the superposition operator $F$ in the space $C$. It is remarkable that, although $C$ is not an ideal space, the following analogue to Theorems 2.12 and 2.14 holds in case $\Omega = [0, 1]$:

Theorem 6.6 Suppose that the superposition operator $F$ generated by $f$ maps the space $C$ into itself (over $\Omega = [0, 1]$). Then the following three conditions are equivalent:
(a) The function \( f \) satisfies a Lipschitz condition
\[
|f(s, u) - f(s, v)| \leq g(s, w)|u - v| \quad (|u|, |v| \leq w),
\]
where the function \( g \) generates a superposition operator \( G \) which maps the ball \( B_r(C) \) into the ball \( B_{k(r)}(C) \).

(b) The operator \( F \) satisfies a Lipschitz condition
\[
\|Fx_1 - Fx_2\|_C \leq k(r)\|x_1 - x_2\|_C \quad (x_1, x_2 \in B_r(C)).
\]

(c) The operator \( F \) satisfies a Darbo condition
\[
\alpha_C(FN) \leq k(r)\alpha_C(N) \quad (N \subseteq B_r(C)),
\]
where \( \alpha_C \) denotes the Hausdorff measure of noncompactness (2.32) in the space \( C \).

\( \Rightarrow \) The fact that (a) implies (b) and (b) implies (c) is trivial. Assume that (a) is false, i.e. there exist \( s_0 \in [0, 1] \) and \( u_0, v_0 \in [-r, r] \) such that
\[
|f(s_0, u_0) - f(s_0, v_0)| > k(r)|u_0 - v_0|;
\]
without loss of generality we may assume that \( 0 < s_0 < 1 \) and \( u_0 < v_0 \). Let \( N_0 \) be the set of all functions \( x_n \) \((n = 1, 2, \ldots)\) defined by
\[
x_n(s) = \begin{cases} 
v_0 & \text{if } 0 \leq s \leq s_0, \\
(v_0 - u_0) \left(1 - \frac{s - s_0}{\delta_n}\right) & \text{if } s_0 < s < s_0 + \delta_n, \\
u_0 & \text{if } s_0 + \delta_n \leq s \leq 1,
\end{cases}
\]
where \( \delta_n = \frac{1}{n}(1 - s_0) \). Then clearly \( \alpha_C(N_0) \leq \frac{1}{2}(v_0 - u_0) \) since the singleton \( z_0(s) \equiv \frac{1}{2}(u_0 + v_0) \) is a \( \frac{1}{2}(v_0 - u_0) \)-net for \( N_0 \) in \( C \). Moreover, observe that \( N_0 \subseteq B_r(C) \). We claim that
\[
\alpha_C(FN_0) \geq \frac{1}{2}|f(s_0, u_0) - f(s_0, v_0)|.
\]

In fact, write \( \gamma \) for the right-hand side of (6.13), and assume that \( \{z_j, \ldots, z_m\} \) is a finite \( \eta \)-net for \( FN_0 \) in \( C \), where \( \eta < \gamma \). Given \( x_n \in N_0 \), we have \( |f(s, x_n(s)) - z_j(s)| \leq \eta \) for some \( j \in \{1, \ldots, m\} \). Since \( z_j \) and \( f \) are continuous functions, we have \( |z_j(s_0 + \delta_n) - z_j(s_0)| \leq \frac{1}{2}(\gamma - \eta) \) and \( |f(s_0 + \delta_n, u_0) - f(s_0, u_0)| \leq \frac{1}{2}(\gamma - \eta) \) for sufficiently larger \( n \), hence \( |f(s_0, u_0) - f(s_0, v_0)| \leq |f(s_0, u_0) - f(s_0 + \delta_n, u_0)| + |f(s_0 + \delta_n, u_0) - z_j(s_0 + \delta_n)| + |z_j(s_0 + \delta_n) - z_j(s_0)| \leq \gamma + \eta < 2\gamma \), contradicting the definition of \( \gamma \). By (6.12) and (6.13), we get \( \alpha_C(FN_0) > \frac{1}{2}k(r)|u_0 - v_0| \geq k(r)\alpha_C(N_0) \), i.e. (c) fails. \( \Leftarrow \)

When dealing with the the Darbo condition (6.11), we applied directly the definition of the Hausdorff measure of noncompactness (2.32). Alternatively, by the Arzela-Ascoli theorem, we could have used the bilateral estimate
\[
\frac{1}{2}\alpha_C(N) \leq \tilde{\alpha}_C(N) \leq 2\alpha_C(N),
\]
where

\[ \tilde{\alpha}_C(N) = \lim_{\sigma \to 0} \sup_{x \in N} \omega(x, \sigma) \]  \hspace{1cm} (6.15)

with \( \omega(x, \sigma) \) denoting the modulus of continuity (6.2); in particular, \( N \subseteq C \) is precompact if and only if (6.3) holds uniformly in \( x \in N \).

Observe that, by Theorem 6.6, the superposition operator \( F \) is compact in the space \( C \) if and only if \( F \) is constant; thus from the viewpoint of compactness the same degeneracy occurs as in ideal spaces, see Theorem 2.5.

We close with two results on the differentiability and analyticity of the superposition operator in the space \( C \), where \( \Omega = \Omega' \). First of all, it is easy to see that the derivative \( F'(x) \) of \( F \) at \( x \in C \), or the asymptotic derivative of \( F \) (if it exists!), has necessarily the form

\[ F'(x)h(s) = a(s)h(s), \]  \hspace{1cm} (6.16)

or

\[ F'(<\infty)h(s) = a(<\infty)h(s), \]  \hspace{1cm} (6.17)

respectively, where

\[ a(s) = \lim_{u \to 0} \frac{1}{u} (f(s, x(s) + u) - f(s, x(s))) \]  \hspace{1cm} (6.18)

and

\[ a(<\infty) = \lim_{u \to \infty} \frac{1}{u} f(s, u). \]  \hspace{1cm} (6.19)

**Theorem 6.7** The superposition operator \( F \) generated by \( f \) is differentiable at \( x \in C \) (respectively asymptotically linear) if and only if the limit (6.18) (respectively the limit (6.19)) exists as a continuous function and satisfies

\[ \sup_{s \in \Omega, |u| \leq r} |f(s, x(s) + u) - f(s, x(s)) - a(s)u| = o(r) \quad (r \to 0) \]

(respectively

\[ \sup_{s \in \Omega, |u| \leq r} |f(s, u) - a(s)u| = o(r) \quad (r \to \infty)). \]

\Rightarrow The proof follows immediately from the definition of the derivatives \( F'(x) \) and \( F'(\infty) \) and the fact that the growth function (2.24) of \( F \) in the space \( C \) coincides with the function (6.8) in case \( \Omega' = \Omega \). \Leftarrow

The following theorem on the analyticity of \( F \) is what one should expect in "reasonable" spaces; this is in sharp contrast, of course, with Theorem 2.22 and, especially, Theorems 3.16 and 4.15.

**Theorem 6.8** The superposition operator \( F \) is analytic in the space \( C \) if and only if the corresponding function \( f \) is analytic.

### 6.4 The superposition operator between \( C \) and \( S \)

In some situations it may happen that one has to consider the superposition operator not just in the space \( C \) or in the space \( S \), but between \( C \) and \( S \), or \( S \) and \( C \). In this section we shall briefly discuss this situation. We begin with the following:
Theorem 6.9 The superposition operator \( F \) generated by \( f \) maps the space \( C \) into the space \( S \) if and only if \( f \) is sup-measurable.

\[ \Rightarrow \text{If } f \text{ is sup-measurable, } F \text{ maps } S \text{ into } S \text{ (by definition, see Section 1.3), and hence also } C \text{ into } S. \text{ Conversely, if } F \text{ maps } C \text{ into } S, \text{ then also } S \text{ into } S, \text{ since the set } C \text{ is thick in } S. \iff \]

If, in addition, we require continuity of \( F \) from \( C \) into \( S \), we arrive at the following analogue of Theorem 1.4:

Theorem 6.10 The superposition operator \( F \) generated by \( f \) maps the space \( C \) into the space \( S \) and is continuous if and only if \( f \) is sup-equivalent to some Carathéodory function.

\[ \Rightarrow \text{Without loss of generality, suppose that } f(0) = 0. \text{ We show that the continuity of } F \text{ from } C \text{ into } S \text{ implies its continuity from } S \text{ into } S, \text{ the statement follows then from Theorem 1.4. If } x_n \text{ converges in } S \text{ to } x, \text{ we may find, for each } \varepsilon > 0, \text{ a subset } D \subseteq \Omega \text{ such that } \lambda(D) < \varepsilon, \text{ the functions } P_{\Omega \setminus D}x_n \text{ and } P_{\Omega \setminus D}x \text{ are continuous, and } P_{\Omega \setminus D}x_n \text{ converges to } P_{\Omega \setminus D}x, \text{ by Luzin’s and Jegorov’s theorems. By assumption and by (1.10), } P_{\Omega \setminus D}Fx_n \text{ converges in } S \text{ to } P_{\Omega \setminus D}Fx. \text{ Since } Fx_n - Fx = P_{\Omega \setminus D}Fx_n - P_{\Omega \setminus D}Fx + P_D(Fx_n - Fx) \text{ and } \lambda(D) \text{ is arbitrarily small, } Fx_n \text{ converges in } S \text{ to } Fx \text{ as well.} \iff \]

The preceding two theorems show that there is no difference between the behaviour of the superposition operator \( F \) from \( S \) into \( S \) or from \( C \) into \( S \). On the other hand, the fact that \( C \) is essentially smaller than \( S \) has the consequence that \( F \) degenerates as an operator from \( S \) into \( C \):

Theorem 6.11 The superposition operator \( F \) generated by \( f \) maps the space \( S \) into the space \( C \) if and only if \( F \) is constant, i.e. the function \( f \) does not depend on \( u \).

\[ \Rightarrow \text{Suppose that } F \text{ maps } S \text{ into } C, \text{ and let } x \in S \text{ be fixed. We have to show that the function } y(s) = f(s, x(s)) - f(s, 0) \text{ is identically zero. If this is not so, we may find a function } y_* \in S \text{ such that } |y_*| \leq |y| \text{ and } y_* \not\in C. \text{ By Theorem 6.2, we may in turn find a function } x_* \in S \text{ such that } |x_*| \leq |x| \text{ and } f(s, x_*(s)) - f(s, 0) = y_*(s). \text{ By the assumption } F(S) \subseteq C, \text{ the function } y_* \text{ belongs to the space } C, \text{ a contradiction.} \iff \]

6.5 The superposition operator in the space \( BV \)

In this final section we shall be concerned with the superposition operator in the space \( BV = BV(\Omega) \) of all functions \( x \) of bounded variation on \( \Omega \). Since one knows only some facts about the superposition operator on functions over intervals, we shall assume throughout this section that \( \Omega = [0, 1] \).

Recall that the number

\[ \text{var}(x; 0, 1) = \sup \sum_{i=1}^{n} |x(s_i) - x(s_{i-1})|, \]

where the supremum is taken over all (finite) partitions \( \{s_0, s_1, \ldots, s_n\} \) of \([0, 1]\) (with \( n \) variable), is called the total variation of \( x \) on \([0, 1]\). By \( BV = BV([0, 1]) \) we denote the space of all functions \( x \) on \([0, 1]\) for which the norm

\[ \|x\|_{BV} = |x(0)| + \text{var}(x; 0, 1) \quad (6.20) \]
is finite. In this way, $\text{BV}$ becomes not only a Banach space, but also an algebra, since

$$\var (xy; 0, 1) \leq \sup_{0 \leq s \leq 1} |x(s)| \var (y; 0, 1) + \sup_{0 \leq s \leq 1} |y(s)| \var (x; 0, 1). \quad (6.21)$$

Although neither of the spaces $\text{BV}$ and $C$ is contained in the other, there is some relation between them. In fact, the space $\text{NBV} = \text{NBV}([0, 1])$ of all normalized functions $x$ of bounded variation (i.e. $x$ is left-continuous and satisfies $x(0) = 0$) may be interpreted as dual space of $C = ([0, 1])$ by means of the representation formula

$$\langle x, y \rangle = \int_0^1 y(t) \, dx(t) \quad (x \in \text{NBV}, \ y \in C), \quad (6.22)$$

where the integral in (6.22) is the classical Riemann-Stieltjes integral.

We mention now some facts about the superposition operator in the space $\text{BV}$. First of all, we point out that the fact that the function $f$ itself is of bounded variation does not imply the acting condition $F(\text{BV}) \subseteq \text{BV}$. Consider, for example, the function

$$f(u) = \begin{cases} +1 & \text{if } -\infty < u < -1, \\ \sqrt{|u|} & \text{if } -1 \leq u \leq 1, \\ +1 & \text{if } 1 < u < \infty; \end{cases}$$

then $x(s) = s^2 \sin^2 \frac{1}{s}$ belongs to the space $\text{BV}$, but $Fx(s) = s \sin \frac{1}{s}$ does not. The point is here that $f$ does not satisfy a Lipschitz condition at $u = 0$ (see Theorem 6.12 below). An obvious acting condition for $F$ in the space $\text{BV}$ is given in the following:

**Theorem 6.12** Suppose that the function $f(s, \cdot)$ is Lipschitz continuous (uniformly in $s \in [0, 1]$ on $\mathbb{R}$, and the function $f(\cdot, u)$ is of bounded variation (uniformly in $u \in \mathbb{R}$) on $[0, 1]$. Then the superposition operator $F$ generated by $f$ maps the space $\text{BV}$ into itself and is bounded.

$$\Rightarrow$$ The fact that $F$ maps the space $\text{BV}$ into itself follows from a straight-forward calculation. Moreover, it follows from the definition of the norm (6.20) that the growth function (2.24) of $F$ satisfies the estimate

$$\mu_f (r) \leq 2Lr + \sup_{u \in \mathbb{R}} \var (f(\cdot, u); 0, 1) + |f(0, 0)|,$$

where $L$ is the global Lipschitz constant of $f(s, \cdot)$ on $\mathbb{R}$. $\Leftarrow$

It is an open problem whether the converse of Theorem 6.12 is also true. In the autonomous case $f = f(u)$, however, this problem is solved affirmatively:

**Theorem 6.13** Suppose that the superposition operator $F$ generated by $f = f(u)$ acts in the space $\text{BV}$ over $[0, 1]$. Then $f$ satisfies a local Lipschitz condition

$$|f(u) - f(v)| \leq k(r)|u - v| \quad (|u|, |v| \leq r). \quad (6.23)$$
Suppose that \( f \) does not satisfy a Lipschitz condition on some interval \([-r, r]\).
Since the function \( x(s) = s \) is of bounded variation, the function \( f \) is bounded on \([-r, r]\), say \(|f(u)| \leq M\). Let \( u_n \) and \( v_n \) be sequences in \([-r, r]\) such that
\[
|f(u_n) - f(v_n)| \geq (n^2 + n)|u_n - v_n|.
\]
(6.24)

By passing to subsequences, if necessary, we may assume that \( u_n \to u \) and \(|u_n - u| \leq 2M(n + 1)^{-2}\). By (6.24), we have \( \delta_n \leq 2M(n^2 + n)^{-1} \), where \( \delta_n = |u_n - v_n| \).

Now let \( x_* \) be defined by
\[
x_*(s) = \begin{cases} 
0 & \text{if } s = 0, \\
u_n & \text{if } s = \frac{1}{n + 1} + k|u_n - v_n| \ (k \in \mathbb{N}), \\
v_n & \text{otherwise on } \left(\frac{1}{n + 1}, \frac{1}{n}\right), \\
u_1 & \text{if } s = 1. 
\end{cases}
\]

We claim that \( x_* \in BV \), but \( Fx_* \not\in BV \). To see this, let \( m = 2M(n^2 + n)^{-1}\delta_n^{-1} \) and consider the partition
\[
\omega = \omega_n = \left\{ \frac{1}{n + 1}, \frac{1}{n + 1} + \frac{1}{2}\delta_n, \frac{1}{n + 1} + \delta_n, \ldots, \frac{1}{n + 1} + \frac{2m - 1}{2}\delta_n, \frac{1}{n + 1} + m\delta_n, \frac{1}{n} \right\}
\]
of the interval \( \left[\frac{1}{n + 1}, \frac{1}{n}\right] \). For the total variation of \( x \) on \( \left[\frac{1}{n + 1}, \frac{1}{n}\right] \) we get then
\[
\text{var} \left( x_*; \frac{1}{n + 1}, \frac{1}{n}\right) \leq 2m\delta_n + |u_{n-1} - u| + |u - u_n| + \delta_n \leq
\]
\[
\leq 2\frac{2M}{n^2 + n} + 2\frac{2M}{n^2} + \frac{2M}{(n + 1)^2} + 2\frac{2M}{n^2 + n} \leq \frac{10M}{n^2};
\]
hence \( x_* \in BV \), since \( \sum_{n=1}^{\infty} n^{-2} \) converges. On the other hand, by (6.24),
\[
\text{var} \left( Fx_*; \frac{1}{n + 1}, \frac{1}{n}\right) \geq 2m|f(u_n) - f(v_n)| \geq 2m^2(n^2 + n)\delta_n \geq \frac{1}{M},
\]
and thus \( Fx_* \not\in BV \). The proof is complete. \( \Leftarrow \)

As already mentioned, no general results on the acting, boundedness, or continuity of the superposition operator \( F \) are known in the non-autonomous case \( f = f(s, u) \) (apart from trivial sufficient conditions, of course). Surprisingly, one may characterize the global Lipschitz condition (2.43) in the space \( X = BV \) explicitly. To state this, we denote by
\[
f^-(s, u) = \lim_{t \to s} f(t, u)
\]
(6.25)
the left regularization of the function \( f(\cdot, u) \).
Theorem 6.14 Suppose that the superposition operator $F$ generated by $f$ acts in the space $BV$ over $[0,1]$, and assume that $F$ satisfies a global Lipschitz condition

$$\|Fx_1 - Fx_2\|_{BV} \leq k\|x_1 - x_2\|_{BV} \quad (x_1, x_2 \in BV). \quad (6.26)$$

Then the limits (6.25) exists for all $u \in \mathbb{R}$, and the function (6.25) has the form

$$f^-(s,u) = a(s) + b(s)u, \quad (6.27)$$

with $a, b \in NBV$.

\Rightarrow Since the constant function $x_u(s) \equiv u$ is of bounded variation, the limits (6.25) exist for all $u \in \mathbb{R}$; moreover, $f^-(\cdot, u)$ is left-continuous by construction.

Now fix $u_1, u_2, v_1, v_2 \in \mathbb{R}$ and $\sigma \in (0,1]$, and let $\{s_0, s_1, \ldots, s_{2n+1}\}$ be a partition of $[0, \sigma]$. Define two functions $x_1, x_2 \in BV$ by

$$x_1(s) = \begin{cases} u_i & \text{if } s \notin \{s_2, s_4, \ldots, s_{2n}\}, \\ v_i & \text{if } s \in \{s_2, s_4, \ldots, s_{2n}\} \end{cases} \quad (i = 1, 2).$$

Obviously,

$$\|x_1 - x_2\|_{BV} = |u_1 - u_2| + 2n|v_1 - v_2 - u_1 + u_2|. \quad (6.28)$$

By (6.26) and (6.28) we have

$$\sum_{i=1}^{n} |f(s_{2i}, v_1) - f(s_{2i}, v_2) - f(s_{2i-1}, u_1) + f(s_{2i-1}, u_2)| \leq \leq \var(Fx_1 - Fx_2; 0, 1) \leq k\|x_1 - x_2\|_{BV} \leq k|u_1 - u_2| + 2kn|v_1 - v_2 - u_1 + u_2|.$$  

Letting in this inequality $s_1$ tend to $\sigma$ yields $n|f^-(\sigma, v_1) - f^-(\sigma, v_2) - f^-(\sigma, u_1) + f^-(\sigma, u_2)| \leq k|u_1 - u_2| + 2kn|v_1 - v_2 - u_1 + u_2|$. Setting $v_1 = \xi + \eta, v_2 = \xi, u_1 = \eta, \text{ and } u_2 = 0$ gives

$$|f^-(\sigma, \xi + \eta) - f^-(\sigma, \xi) - f^-(\sigma, \eta) + f^-(\sigma, 0)| \leq \frac{k}{n}|\eta|. \text{ Finally, letting } n \to \infty \text{ we obtain } f^-(\sigma, \xi + \eta) - f^-(\sigma, \xi) - f^-(\sigma, \eta) + f^-(\sigma, 0) = 0. \text{ This shows that, for fixed } \sigma \in (0, 1], \text{ the function } \ell_\sigma(t) = f^-(\sigma, t) - f^-(\sigma, 0) \text{ is additive; moreover, since } |f^-(\sigma, u) - f^-(\sigma, v)| \leq k|u - v|, \ell_\sigma(t) \text{ is also continuous, hence linear. Consequently, we have } \ell_\sigma(t) = b(\sigma)t \text{ for some function } b. \text{ Finally, setting } a(s) = f^-(s, 0) \text{ gives the representation (6.27), where both functions } a = f^-(\cdot, 0) \text{ and } b = f^-(\cdot, 1) - f^-(\cdot, 0) \text{ belong to } NBV. \Leftarrow$$

The question arises whether or not, under the hypotheses of Theorem 6.14, the generating function $f$ itself is affine in $u$, rather than its regularization (6.25). As the following example shows, the answer is negative.

Let $\{r_0, r_1, \ldots\}$ be the set of all rational numbers in $[0,1]$ ($r_0 = 0$), and let

$$f(s,u) = \begin{cases} 2^{-k} \sin u & \text{if } s = r_k, u \in \mathbb{R}, \\ 0 & \text{otherwise.} \end{cases}$$
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For any partition \( \{ s_0, s_1, \ldots, s_n \} \) of \([0,1]\) and \( x \in BV \) we have then
\[
\sum_{i=1}^{n} |F(x(s_i)) - F(x(s_{i-1}))| \leq 2 \sum_{i=1}^{n} |f(s_i, x(s_i))| \leq \\
\leq 2 \sum_{k=0}^{\infty} |f(r_k, x(r_k))| = 2 \sum_{k=0}^{\infty} 2^{-k} |\sin x(r_k)| \leq 2,
\]
which shows that \( F \) maps the space \( BV \) into itself. We claim that \( F \) satisfies a Lipschitz condition (6.26). To see this, fix \( x_1, x_2 \in BV \), and let \( \{ s_0, s_1, \ldots, s_n \} \) be again an arbitrary partition of \([0,1]\). Since
\[
\sum_{i=1}^{n} |(F(x_1) - F(x_2))(s_i)) - (F(x_1 - F(x_2))(s_{i-1})| = \\
= \sum_{i=1}^{n} |f(s_i, x_1(s_i)) - f(s_i, x_2(s_i)) - f(s_{i-1}, x_1(s_{i-1})) + f(s_{i-1}, x_2(s_{i-1}))| \leq \\
\leq 2 \sum_{i=1}^{n} |f(s_i, x_1(s_i)) - f(s_i, x_2(s_i))| \leq \\
\leq 2 \sum_{k=0}^{\infty} |f(r_k, x_1(r_k)) - f(r_k, x_2(r_k))| \leq \\
\leq 2 \sum_{k=0}^{\infty} 2^{-k} |\sin x_1(r_k) - \sin x_2(r_k)| \leq \\
\leq 2 \sum_{k=0}^{\infty} 2^{-k} |x_1(r_k) - x_2(r_k)| \leq 2 \| x_1 - x_2 \|_{BV},
\]
we have that \( \operatorname{var}(F(x_1) - F(x_2); 0, 1) \leq 2 \| x_1 - x_2 \|_{BV} \) and
\[
|F(x_1(0)) - F(x_2(0))| = |\sin x_1(0) - \sin x_2(0)| \leq |x_1(0) - x_2(0)|,
\]
i.e. (6.26) holds with \( k = 2 \). By Theorem 6.14, the left regularization (6.25) has the form (6.27); here it is of course easy to see directly that \( f^{-}(s.u) \equiv 0 \).

If we assume a priori that \( f(\cdot, u) \in NBV \) for each \( u \in \mathbb{R} \), we get the following:

**Theorem 6.15** Suppose that the superposition operator \( F \) generated by \( f \) acts in the space \( BV \) over \([0,1]\), and assume that the function \( f(\cdot, u) \) is left-continuous for all \( u \in \mathbb{R} \). Then \( F \) satisfies the global Lipschitz condition (6.26) if and only if the function \( f \) has the form (2.59) (i.e. is an affine function in \( u \)), where \( a, b \in NBV \).

\[ \Rightarrow \text{ The "if" part follows from the fact that } BV \text{ is an algebra (see (6.21)), while the } \]
"only if" part follows from (6.27) and the fact that \( f^{-} = f \). \( \Leftarrow \)

6.6 Notes, remarks and references
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1. The properties of the space $C(\Omega)$ for various $\Omega$ may be found in every textbook on functional analysis; see e.g. [104]. Luzin’s theorem which we had used already in Chapter 1 is discussed from different points of view in [192]; for relations with other classical results on the space $C$ see [318].

There are many compatibility conditions between the measure and metric structure of $\Omega$ which are similar to (but different from) the regularity we assumed in Section 6.1; see [104] or [256].

There is a certain peculiarity when studying the "disposition" of the space $C$ in the space $S$. On the one hand, one may consider $C$ as space of continuous functions; trivially, every member of $C$ then also belongs to $S$. On the other hand, one may consider $C$ as a set of classes of functions, where the equivalence is, as usual, equality almost everywhere, and hence consider each such class as a member of $S$. Throughout this chapter, we followed the first interpretation.

2. The Scorza-Dragoni property of Carathéodory functions was first observed in [282]. Afterwards this property was studied in much more general situations and generalized by various authors; see e.g. [39], [271], [272] and, first of all, [57] and [395]. Many generalizations have been obtained also to multivalued maps.

Theorem 6.2 is due to M.A. Krasnosel’ski˘ı and L.A. Ladyzhensk˘ı˘ı [169], see also [303]. We remark that the Theorems 6.1 and 6.2 have been motivated by the $L_p$ theory of nonlinear superposition and integral operators; see e.g. [182]. Some more properties of Carathéodory functions, together with several illuminating examples, may be found in [80].

3. In the case when $\Omega$ is a compact perfect subset of Euclidean space, all results presented in Section 6.3 are, of course, well-known "folklore". The first elementary results in this direction seem to be due to I.V. Misjurkejev [225]. As Theorems 6.3, 6.4 and 6.5 show, one has to be careful at isolated points of $\Omega$. As a matter of fact, the results in [225] are not quite correct, since the author tacitly assumes that $\Omega = \Omega'$, as was pointed out by N.V. Shuman [321]. The results given here may be found in [292]; see also [187]; it is also shown there that, if $F$ maps the space $C$ into itself, $F$ is always weakly continuous. This is of course in sharp contrast with Theorem 2.10. Observe that the basic results of Section 6.3 are valid for countably compact $\Omega = \bigcup_{n=1}^{\infty} K_n$ simply by restricting $f$ to $K_n \times \mathbb{R}$.

The fact that the growth function $\mu_F(r)$ in the space $C$ coincides with the function (6.8) (in case $\Omega = \Omega'$) makes it possible to describe the analytical properties of $F$ in the space $C$ quite explicitly; observe that actually the same is true in the space $L_\infty$; see (3.50) and (3.51).

Continuous superposition operators which leave some cone in the space $C$ invariant are considered in [150] and [151]. The paper [255] contains a necessary and sufficient continuity condition for $F$ in the space $C(X)$, with $X$ being an arbitrary topological space.

Theorem 6.6 shows that, from the viewpoint of the Lipschitz and Darbo conditions, the superposition operator behaves in rather the same way in the spaces $C$, $L_p$ and $L_M$ (see Theorems 3.11 and 4.10). We point out that a global version of Theorem 6.6 is also true: the Lipschitz condition

$$\|F x_1 - F x_2\|_C \leq k \|x_1 - x_2\|_C \quad (x_1, x_2 \in C)$$
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and the Darbo condition
\[ \alpha_C(FN) \leq k\alpha_C(N) \quad (N \subseteq C \text{ bounded}) \]
for the operator \( F \), as well as the Lipschitz condition
\[ |f(s, u) - f(s, v)| \leq k|u - v| \quad (u, v \in \mathbb{R}) \]
for the function \( f(s, \cdot) \), are all equivalent [12].

The differentiability theorems 6.7 and 6.8 are immediate consequences of the formula (6.8) for the growth function of \( F \) in the space \( C \); compare the proof of Theorem 3.13.

We remark that there exists also some literature in the case when \( \Omega \) is not compact. For example, in [358], [359] one may find some results on the superposition operator in the scale of Banach spaces \( \mathcal{B}C_\eta(\mathbb{R}) \) of all continuous functions \( x \) on \( \mathbb{R} \) for which the norm
\[ \|x\|_\eta = \sup_{t \in \mathbb{R}} e^{-\eta t}|x(t)| \quad (\eta > 0) \]
is finite. Finally, the paper [109] is concerned with superposition operators of the form \( Fx(\tau) = f(\tau, x(e^{i\tau})) \) (\( \tau \in \mathbb{R} \)), defined on the space of all functions \( x = x(z) \) which are continuous on \( |z| \leq 1 \) and holomorphic on \( |z| < 1 \).

4. The Theorems 6.9 and 6.10 are essentially "by-products" of the theory of the superposition operator in the space \( S \) developed in Chapter 1. We point out again that one must not replace \( C \) by smaller spaces which are not thick in \( S \) (e.g. \( C^1 \)).

Theorem 6.11 is taken from [54]. In fact, it follows from the proof that the superposition operator \( F \) is necessarily constant if \( F \) maps the space \( S \) into some completely non-ideal space \( X \subseteq S \), where \( X \) is called completely non-ideal (see [54]) if, given \( x \in X \), \( x \neq 0 \), one may find a function \( y \in S \) such that \( |y| \leq |x| \) and \( y \notin X \). In other words, a set \( N \subseteq S \) is completely non-ideal if and only if, for each \( u \in N \setminus \{0\} \), the ideal hull \( \text{id}\{u\} \) (see (2.84)) is not contained in \( N \).

Apart from studying the behaviour of \( F \) between the spaces \( C \) and \( S \), one may also consider the superposition operator from \( C \) into some ideal space \( X \). For instance, the operator \( F \) maps \( C \) into an ideal space \( X \) if and only if the corresponding function \( f \) satisfies the growth condition
\[ |f(s, u)| \leq a_r(s) \quad (|u| \leq r) \]
with some function \( a_r \in X \) which depends on \( r > 0 \). For \( X = L_1 \) this follows from Lemma 1.3; for arbitrary \( X \), one has to choose some unit \( v \in \hat{X} \) (see (2.8)) and to pass to the auxiliary function \( f_v(s, u) = f(s, u)v(s) \), which generates a superposition operator \( F_v \) from \( C \) into \( L_1 \). In the case \( X = L_p \), for a similar result see Theorem 3.17; in the case of an Orlicz space \( X = L_M \), the above acting criterion was proved by I.V. Shragin [292], see also [188] and [302].

In Chapter 1 we mentioned the problem of characterizing the integral functional
\[ \Phi x = \int_{\Omega} f(s, x(s)) \, ds \quad (6.29) \]
on the space $S$, which may be represented by a Carathéodory function (or more general functions). There is a parallel result in the space $C$ which states that, if $\Phi$ is a nonlinear continuous bounded disjointly additive functional on $C$, then $\Phi$ has a representation (6.29) with some Carathéodory function $f$ [81].

5. Very little is known about the superposition operator in the spaces $BV$ and $NBV$. Theorem 6.12 is contained in [193], Theorem 6.13 (which is, of course, the nontrivial part) in [154].

Both Theorems 6.14 and 6.15, as well as the counterexample in between, are taken from [224]. Of course, analogous statements hold for right-continuous instead of left-continuous functions, with (6.25) replaced by the right regularization

$$f^+(s,u) = \lim_{t \to s} f(t,u).$$

(6.30)

Finally we remark that necessary and sufficient acting conditions (for $f = f(u)$), as well as Lipschitz-type conditions, are known for the space $HBV$ of all functions of harmonic bounded variation [82], for the space $BV_\varphi$ of all functions of bounded $\varphi$-variation [86], and for the space $A_\omega$ of all integrable functions whose Fourier-Haar coefficients satisfy a summability condition with weight $\omega$ [336-339]. Interestingly, these are also local Lipschitz conditions for $f$, like that given in (6.23).
Chapter 7
The superposition operator in Hölder spaces

The literature on the superposition operator in Hölder spaces is almost as vast as that in Lebesgue spaces. However, the "behaviour" of the superposition operator in Hölder spaces is quite different from that in spaces of measurable functions, or in the space $C$.

The topics discussed in the present chapter are the following: after formulating a (quite technical) necessary and sufficient acting condition, we discuss the boundedness of $F$. Interestingly, acting implies boundedness only in case $f = f(u)$, but not in case $f = f(s, u)$. Quite amazing is the fact that the operator $F$ may act in a Hölder space, although the generating function $f$ is not continuous (and thus $F$ does not act in the space $C$).

As far as the continuity of $F$ is concerned, things are even worse: even in the autonomous case $f = f(u)$ the operator $F$ may act between two Hölder spaces (and hence be bounded), but not continuous. On the other hand, it is possible to describe the *points of continuity and to give conditions for both continuity and uniform continuity on bounded sets.

Another surprising fact concerns the Lipschitz and Darbo conditions, which in all spaces considered so far turned out to be equivalent. In Hölder spaces, the operator $F$ may satisfy a Darbo condition for a reasonably large class of nonlinearities $f$, while a global Lipschitz condition for $F$ leads, roughly speaking, necessarily to affine functions $f$ (in $u$). This shows that the Banach contraction mapping principle may not be applied (globally) to problems involving superposition operators in Hölder spaces.

When dealing with boundedness properties of the superposition operator, it is possible to derive a bilateral estimate for its growth function between Hölder spaces. This enables us to give conditions for the differentiability and asymptotic linearity of $F$, in terms of $f$, which are both necessary and sufficient.

7.1 Hölder spaces

Throughout this chapter, by a Hölder function we mean a real function $\phi$ such that $\phi(0) = 0$, $\phi(1) = 1$, and both functions $\phi(t)$ and $\frac{t}{\phi(t)}$ are positive and increasing. A standard example is $\phi(t) = t^\alpha$ with $0 < \alpha \leq 1$. For further reference, we summarize some elementary properties of such functions with the following:

Lemma 7.1 Every Hölder function $\phi$ has the following properties:

\begin{align*}
\phi(\sigma + \tau) &\leq \phi(\sigma) + \phi(\tau) \quad (\sigma, \tau \geq 0); \\
\frac{\phi(\tau)}{\tau} &\leq 2 \frac{\phi(\sigma)}{\sigma} \quad (0 < \sigma \leq \tau);
\end{align*}

(7.1) (7.2)
\[ \frac{1}{2} \phi(\sigma) \leq \frac{1}{\sigma} \int_{0}^{\sigma} \phi(t) \, dt \leq \phi(\sigma). \] (7.3)

⇒ The inequality (7.1) follows from the monotonicity of the function \( \frac{t}{\phi(t)} \).

To prove (7.2), we choose \( n \in \mathbb{N} \) such that \((n-1)\sigma \leq \tau - \sigma \leq n\sigma \) and get, by repeated application of (7.1),

\[
\phi(\tau) \leq \phi(\sigma) + \phi(\tau - \sigma) \leq \frac{\phi(\sigma)}{\sigma} + \frac{n\sigma}{\sigma + (n-1)\sigma} \leq \frac{\phi(\sigma)}{\sigma} + \frac{n\phi(\sigma)}{n\sigma} = 2\frac{\phi(\sigma)}{\sigma}.
\]

The left inequality in (7.3) follows from the relation

\[
\phi(\sigma) - \frac{1}{\sigma} \int_{0}^{\sigma} \phi(t) \, dt \leq \frac{1}{\sigma} \int_{0}^{\sigma} (\phi(\sigma) - \phi(t)) \, dt \leq \frac{1}{\sigma} \int_{0}^{\sigma} \phi(\sigma - t) \, dt = \frac{1}{\sigma} \phi(t) \, dt,
\]

while the right inequality follows from

\[
\int_{0}^{\sigma} \phi(t) \, dt \leq \int_{0}^{\sigma} \phi(\sigma) \, dt = \sigma \phi(\sigma).
\]

Let \( \Omega \) be a compact domain in Euclidean space without isolated points. Without loss of generality we assume that \( \text{diam} \Omega = 1 \). Given a Hölder function \( \phi \), the Hölder space \( H_{\phi} = H_{\phi}(\Omega) \) consists, by definition, of all continuous functions \( x \) on \( \Omega \) for which

\[
h_{\phi}(x) = \sup_{\sigma > 0} \frac{\omega(x,\sigma)}{\phi(\sigma)} < \infty, \tag{7.4}
\]

where

\[
\omega(x,\sigma) = \sup \{ |x(s) - x(t)| : s, t \in \Omega, |s-t| \leq \sigma \} \tag{7.5}
\]

denotes the modulus of continuity of the function \( x \). In case \( \phi(t) = t^\alpha \) one usually writes \( H_\alpha \) instead of \( H_\phi \); the space \( H_1 \) is sometimes denoted by Lip.

Equipped with the norm

\[
\|x\|_{\phi} = \max \{ \|x\|_c, h_{\phi}(x) \}, \tag{7.6}
\]

the set \( H_{\phi} \) becomes a Banach space. Apart from this space, the closed subspace \( H_{\phi}^0 \) of all functions \( x \in H_{\phi} \) with

\[
\omega(x,\sigma) = o(\phi(\sigma)) \quad (\sigma \to 0) \tag{7.7}
\]

will be important in what follows. In some respect, the subspace \( H_{\phi}^0 \) is much nicer than the whole space \( H_{\phi} \). For instance, \( H_{\phi}^0 \) is always separable, while \( H_{\phi} \) is not, and compact subsets of \( H_{\phi}^0 \) are easily described (see Lemma 7.3).
In order to compare the “size” of different Hölder functions and spaces, we introduce the following notation: given two Hölder functions \( \phi \) and \( \psi \), we write \( \phi < \psi \) (respectively \( \phi \ll \psi \)) if \( \phi(t) = O(\psi(t)) \) (respectively \( \phi(t) = o(\psi(t)) \)) as \( t \to 0 \). The condition \( \phi < \psi \) is then equivalent to each of the inclusions \( H_\phi \subseteq H_\psi \), \( H^0_\phi \subseteq H^0_\psi \), and \( H^0_\phi \subseteq H^0_\psi \) while the condition \( \phi \ll \psi \) is equivalent to \( H_\phi \subseteq H^0_\psi \). In the special case \( \phi(t) = t^\alpha \) and \( \psi(t) = t^\beta \), we have of course \( \phi < \psi \) (respectively \( \phi \ll \psi \)) if and only if \( \alpha \geq \beta \) (respectively \( \alpha > \beta \)).

Although the space \( H^0_\phi \) is much easier to deal with than the space \( H_\phi \), it is sometimes convenient to pass to another space which is still smaller. Let \( \phi \) be a fixed Hölder function, and let \( 1 \leq p < \infty \). By \( J_{\phi,p} = J_{\phi,p}(\Omega) \) we denote the set of all continuous functions \( x \) on \( \Omega \) for which

\[
j_{\phi,p}(x) = \int_0^1 \frac{\omega(x,t)^p}{\phi(t)} \, dt < \infty.
\]

(7.8)

Equipped with the norm

\[
norm{x}_{\phi,p} = \max \left\{ \norm{x}_c, j_{\phi,p}^{\frac{1}{p}} \right\},
\]

(7.9)

the set \( J_{\phi,p} \) becomes a Banach space. A relation with the Hölder space \( H^0_\phi \) is given by the continuous imbedding

\[
J_{\phi,p} \subseteq H^0_\phi \quad (1 \leq p < \infty).
\]

(7.10)

In fact, since \( \phi(2\sigma) \leq 2\phi(\sigma) \), by (7.1), we get

\[
\int_\sigma^{2\sigma} \phi(t)^{-p}\omega(x,t)^p \, dt \geq \frac{\omega(x,\sigma)^p}{2\phi(2\sigma)^p} \geq \frac{1}{4} \left( \frac{\omega(x,\sigma)}{\phi(\sigma)} \right)^p,
\]

and the left integral tends to zero, as \( \sigma \to 0 \), for each \( x \in J_{\phi,p} \).

An important special case of the space \( J_{\phi,p} \) is the following. Given \( 0 < \alpha \leq 1 \) and \( 0 < \beta < \infty \), we denote by \( J_{\alpha,\beta} = J_{\alpha,\beta}(\Omega) \) the space of all continuous functions \( x \) on \( \Omega \) for which

\[
j_{\alpha,\beta}(x) = \int_0^1 t^{-(\beta+1)} \omega(x,t)^\frac{\beta}{\alpha} \, dt < \infty,
\]

(7.11)

equipped with the norm

\[
\norm{x}_{\alpha,\beta} = \max \left\{ \norm{x}_c, j_{\alpha,\beta}(x) \right\}.
\]

(7.12)

In other words, we have \( J_{\alpha,\beta} = J_{\phi,p} \), where \( \phi(t) = t^\alpha \) and \( p = \frac{\beta}{\alpha} \). In this case, (7.7) can be sharpened to

\[
H_{\alpha+\varepsilon} \subseteq J_{\alpha,\beta} \subseteq H^0_\alpha \subseteq H_\alpha \quad (\varepsilon > 0).
\]

(7.7)

In fact, for \( x \in H_{\alpha+\varepsilon} \) we have \( j_{\alpha,\beta}(x) \leq c \int_0^1 t^{-(\beta+1)} t^{(\alpha+\varepsilon)\frac{\beta}{\alpha}} \, dt < \infty \), hence \( x \in J_{\alpha,\beta} \).

We remark that all the spaces \( H_\phi \), \( H^0_\phi \) and \( J_{\phi,p} \) are algebras as well; this follows from the elementary inequality

\[
\omega(xy,\sigma) \leq \norm{x}_c \omega(y,\sigma) + \norm{y}_c \omega(x,\sigma).
\]

(7.7)
7.2 Acting conditions

In this section we give necessary and sufficient conditions under which the superposition operator acts between two Hölder spaces \( H_\phi \) and \( H_\psi \). Unfortunately, there is a certain "unsymmetry" in such conditions: sufficient conditions (for acting, boundedness, continuity etc.) may be established for arbitrary compact domains, while necessary conditions build on the construction of special functions on intervals. Therefore we shall always assume in the sequel that \( \Omega \) is the unit interval \([0, 1] \). The reader will find no difficulty in formulating the sufficient conditions for general (compact) \( \Omega \).

In case \( \Omega = [0, 1] \) we shall also use the norm

\[
\|x\|_\phi = |x(0)| + h_\phi(x),
\]

which is of course equivalent to (7.6).

In what follows, we shall need special sets of points \((s, u) \in [0, 1] \times \mathbb{R}\). Given \( s_0 \in [0, 1] \), \( u_0 \in \mathbb{R} \), \( r > 0 \), \( \delta > 0 \), and a Hölder function \( \phi \), we denote by \( W_\phi(s_0, u_0, r, \delta) \) the set of all \((s, u) \in [0, 1] \times \mathbb{R}\) such that \( |s - s_0| \leq \delta \) and \( |u - u_0| \leq r\phi(|s - s_0|) \); geometrically, \( W_\phi(s_0, u_0, r, \delta) \) is a "bow-tie" with centre at \((s_0, u_0)\), width \( 2\delta \), and height \( 2r\phi(\delta) \). For stating the main result of this section, we need the following technical lemma:

**Lemma 7.2** Let \((s_n, u_n), (t_n, v_n) \in W\left(s_0, u_0, r, \frac{1}{n}\right)\) such that \(|u_n - v_n| \leq \phi(|s_n - t_n|)\). Then there exists a function \( x_\ast \in H_\phi \) such that

\[
x_\ast(s_n) = u_n, \quad x_\ast(t_n) = v_n
\]

for infinitely many indices \( n \).

\( \Rightarrow \) Starting with \( n_1 = 1 \), we construct by induction a strictly increasing sequence of natural numbers \( n_k \) such that

\[
|u_{n_k} - u_{n_{k+1}}| \leq (1 + \varepsilon)\phi(|s_{n_k} - s_{n_{k+1}}|),
\]

\[
|v_{n_k} - v_{n_{k+1}}| \leq (1 + \varepsilon)\phi(|t_{n_k} - t_{n_{k+1}}|),
\]

\[
|u_{n_k} - v_{n_{k+1}}| \leq (1 + \varepsilon)\phi(|s_{n_k} - t_{n_{k+1}}|),
\]

\[
|v_{n_k} - u_{n_{k+1}}| \leq (1 + \varepsilon)\phi(|t_{n_k} - s_{n_{k+1}}|),
\]

where \( \varepsilon > 0 \) is given. This is possible, as the strict inequalities \(|u_{n_k} - u_0| < (1 + \varepsilon)\phi(|s_{n_k} - s_0|)\) and \(|v_{n_k} - u_0| < (1 + \varepsilon)\phi(|t_{n_k} - s_0|)\) hold for every \( k \), and both sequences \((s_n, u_n)\) and \((t_n, v_n)\) converge to \((s_0, u_0)\). Without loss of generality we may assume that \( s_{n_k+1} \leq t_{n_k+1} \leq s_{n_k} \leq t_{n_k} \). If we set

\[
x_\ast(s) = \begin{cases} u_{n_k} & \text{if } s = s_{n_k}, \\ v_{n_k} & \text{if } s = t_{n_k}, \\ \text{linear} & \text{otherwise,} \end{cases}
\]


then \( x_* \) has the required properties. \( \Leftarrow \)

We are now in a position to state a necessary and sufficient acting condition

**Theorem 7.1** The superposition operator \( F \) generated by \( f \) maps the space \( H_\phi \) into the space \( H_\psi \) if and only if for all \((s_0, u_0) \in [0, 1] \times \mathbb{R} \) and all \( r > 0 \) one may find \( \delta > 0 \) and \( m > 0 \) such that

\[
|f(s, u) - f(t, v)| \leq m \left( \psi(t - s) + \psi \left( \phi^{-1} \left( \frac{|u - v|}{r} \right) \right) \right) \tag{7.15}
\]

for \((s, u), (t, v) \in W_\phi(s_0, u_0, r, \delta)\).

\( \Rightarrow \) We show first the sufficiency of (7.15). Let \( x \in H_\phi \) with \( \|x\|_\phi \leq r \). By assumption, to each \( s_0 \in [0, 1] \) we may associate \( m(s_0) > 0 \) and \( \delta(s_0) > 0 \) such that

\[
|f(s, u) - f(t, v)| \leq m(s_0) \left( \psi(t - s) + \psi \left( \phi^{-1} \left( \frac{|u - v|}{r} \right) \right) \right)
\]

for \((s, u), (t, v) \in W_\phi(s_0, x(s_0), r, \delta(s_0))\). Since \( \Omega = [0, 1] \) is compact, we may cover \( \Omega \) by a finite number of intervals \((s_j - \delta(s_j), s_j + \delta(s_j))\) \((j = 1, \ldots, k)\). Thus, for \( |s - s_j|, |t - s_j| \leq \delta(s_j) \) we have \( |Fx(s) - Fx(t)| \leq 2m(s_j)\psi(|s - t|) \), which shows that \( Fx \in H_\psi \).

The proof of the necessity of (7.15) is much harder. If (7.15) fails, we may choose two sequences \((s_n, u_n)\) and \((t_n, v_n)\) such that \( |s_n - s_0| \leq \frac{1}{n} \), \( |u_n - u_0| \leq r\phi(|s_n - s_0|) \), \( |t_n - s_0| \leq \frac{1}{n} \), \( |v_n - u_0| \leq r\phi(|t_n - s_0|) \), and

\[
|f(s_n, u_n) - f(t_n, v_n)| \geq 3n \left( \psi(s_n - t_n) + \psi \left( \phi^{-1} \left( \frac{|u_n - v_n|}{r} \right) \right) \right). \tag{7.16}
\]

Now we have to distinguish several cases.

**Case 1** Suppose that \( \frac{s_n - s_0}{t_n - s_0} > 0 \) for infinitely many \( n \); then we may even assume that this holds for all \( n \), and that, moreover, \( s_n \leq t_n \).

**Case 1.1** For infinitely many \( n \),

\[
|u_n - v_n| \leq r\phi(|s_n - t_n|).
\]

By Lemma 7.2, there exists a function \( x_* \in H_\phi \) such that (7.14) holds for these \( n \). But this implies that

\[
|f(s_n, u_n) - f(t_n, v_n)| = |F(x_*)(s_n) - F(x_*)(t_n)| \leq c\psi(|s_n - t_n|)
\]

for some \( c > 0 \), contradicting (7.16).

**Case 1.2** For infinitely many \( n \),

\[
|u_n - v_n| > r\phi(|s_n - t_n|).
\]

For these \( n \) we set \( \tau_n = t_n - \phi^{-1} \left( \frac{|u_n - v_n|}{2r} \right) \) and \( w_n = \frac{u_n + v_n}{2} \). Then \( (\tau_n, w_n) \in W_\phi \left( s_0, u_0, r, \frac{1}{n} \right) \), since \( \tau_n \geq t_n - \phi^{-1} \left( \frac{1}{2} \left( \phi(s_n - s_0) + \phi(t_n - s_0) \right) \right) \geq s_0 \) and \( |w_n - u_0| \leq \])
\[ r \phi(|t_n - s_0|) \text{; moreover, } |w_n - u_n| \leq r \phi(|t_n - s_n|) \text{ and } |w_n - v_n| \leq r \phi(|t_n - t_n|). \]

Since \[ |f(s_n, u_n) - f(t_n, v_n)| \leq |f(s_n, u_n) - f(t_n, u_n)| + |f(t_n, u_n) - f(t_n, v_n)| + |f(t_n, v_n) - f(t_n, v_n)|, \] (7.16) implies that at least one of the three estimates
\[
|f(s_n, u_n) - f(t_n, u_n)| \geq n \left( \phi(|s_n - t_n|) + \psi \left( \phi^{-1} \left( \frac{|u_n - v_n|}{r} \right) \right) \right), \tag{7.17}
\]
\[
|f(t_n, u_n) - f(t_n, w_n)| \geq n \left( \phi(|s_n - t_n|) + \psi \left( \phi^{-1} \left( \frac{|u_n - v_n|}{r} \right) \right) \right) \tag{7.18}
\]
or
\[
|f(t_n, w_n) - f(t_n, v_n)| \geq n \left( \phi(|s_n - t_n|) + \psi \left( \phi^{-1} \left( \frac{|u_n - v_n|}{r} \right) \right) \right) \tag{7.19}
\]
holds true. Each case has to be considered again separately.

**Case 1.2.1** If (7.17) holds for infinitely many \( n \), by Lemma 7.2 we may construct a function \( x_\ast \in H_\phi \) such that \( x_\ast(s_n) = x_\ast(t_n) = u_n \); this leads to the same contradiction as before.

**Case 1.2.2** If (7.18) holds for infinitely many \( n \), by Lemma 7.2 we may construct a function \( x_\ast \in H_\phi \) such that \( x_\ast(t_n) = w_n, x_\ast(t_n) = u_n \). On the one hand, we have then \( |Fx_\ast(t_n) - Fx_\ast(t_n)| \leq c \phi(|t_n - t_n|) \) for some \( c > 0 \), and on the other hand, by (7.18), we get that \( |Fx_\ast(t_n) - Fx_\ast(t_n)| = |f(t_n, w_n) - f(t_n, u_n)| \geq n \psi \left( \phi^{-1} \left( \frac{|u_n - v_n|}{2r} \right) \right) \geq n \psi \left( \phi^{-1} \left( |t_n - t_n| \right) \right) = n \psi \left( |t_n - t_n| \right) \), a contradiction.

**Case 1.2.3** If (7.19) holds for infinitely many \( n \), we arrive at the same contradiction, replacing \( u_n \) by \( v_n \).

**Case 2** Suppose now that \( \frac{s_n - s_0}{t_n - s_0} < 0 \) for infinitely many \( n \); in this case we may assume that \( s_n < s_0 < t_n \). Since \( |f(s_n, u_n) - f(t_n, v_n)| \leq |f(s_n, u_n) - f(s_0, u_0)| + |f(s_0, u_0) - f(t_n, v_n)| \), (7.16) implies again that at least one of the two estimates
\[
|f(s_n, u_n) - f(s_0, u_0)| \geq n \left( \phi(|s_n - t_n|) + \psi \left( \phi^{-1} \left( \frac{|u_n - v_n|}{r} \right) \right) \right) \tag{7.20}
\]
or
\[
|f(t_n, v_n) - f(s_0, u_0)| \geq n \left( \phi(|s_n - t_n|) + \psi \left( \phi^{-1} \left( \frac{|u_n - v_n|}{r} \right) \right) \right) \tag{7.21}
\]
holds.

**Case 2.1** If (7.20) holds for infinitely many \( n \), by Lemma 7.2 we may find a function \( x_\ast \in H_\phi \) such that \( x_\ast(s_n) = u_n \) and \( x_\ast(s_0) = u_0 \). On the one hand, we have then \( |Fx_\ast(s_n) - Fx_\ast(s_0)| \leq c \psi(|s_n - s_0|) \), and, on the other, \( |Fx_\ast(s_n) - Fx_\ast(s_0)| = |f(s_n, u_n) - f(s_0, u_0)| \geq n \psi(|s_n - t_n|) \geq n \psi(|s_n - s_0|) \), a contradiction.

**Case 2.2** If (7.21) holds for infinitely many \( n \), we arrive at the same contradiction, replacing \( (s_n, u_n) \) by \( (t_n, v_n) \).

The proof is complete. \( \Leftarrow \)

As already observed, the "if" part of Theorem 7.1 carries over to arbitrary compact domains \( \Omega \), as the proof shows, while the "only if" part relies heavily on special properties of the interval \([0,1]\). Theorem 7.1 gives a complete characterization of the acting condition
To prove the necessity, we observe that, if 
\[ F \subseteq \mathcal{C} \]
then all functions of the form
\[ \varphi \in \text{the preceding section.} \]
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there exists
\[ \delta > 0 \] if and only if for all \((s_0, u_0) \in [0, 1] \times \mathbb{R} \) and all \( r > 0 \) and \( m > 0 \) there exist \( \delta > 0 \); if and only if for all \((s_0, u_0) \in [0, 1] \times \mathbb{R} \) and all \( m > 0 \) there exist \( r > 0 \) and \( \delta > 0 \), respectively such that \((7.15)\) holds for \((s, u), (t, v) \in W_\phi(s_0, u_0, r, \delta)\).

The relations between the various parameters occurring in Theorems 7.1 and 7.2 is
sketched formally in the following scheme:
\[ F(H_\phi) \subseteq H_\psi: \ r \to m, \delta; \quad F(H_{\psi}^0) \subseteq H_\psi: \ 0 \to r, m, \delta; \]
\[ F(H_\phi) \subseteq H_{\psi}^0: \ r, m \to \delta; \quad F(H_{\phi}^0) \subseteq H_{\psi}^0: \ m \to r, \delta. \]

Let us make some remarks on Theorems 7.1 and 7.2. First of all, none of the
acting conditions for \( F \) implies the continuity of the generating function \( f \); we shall give
a corresponding example in the next section. This fact is very surprising: one should
actually expect that, whenever \( F \) acts between two Hölder spaces then \( F \) acts also in the
space \( \mathcal{C} \) of continuous functions, since "half of the norm" in \( H_\phi \) is made up of the norm
in \( \mathcal{C} \), see \((7.6)\). Observe, moreover, that condition \((7.15)\) shows that, if \( F(H_{\psi}^0) \subseteq H_\psi \) and
\( \phi \neq \psi \), then the function \( f \) does not depend on \( u \), i.e. \( F \) is constant! In particular, this
holds if \( F(H_{\alpha}^0) \subseteq H_\phi \) for \( \alpha < \beta \).

7.3 Boundedness conditions

Now we shall give boundedness conditions for \( F \) between Hölder spaces. Fortunately, these conditions are in some sense easier to verify than just the acting conditions given
in the preceding section.

Theorem 7.3 The superposition operator \( F \) generated by \( f \) acts from \( H_\phi \) (or \( H_{\phi}^0 \))
into \( H_\psi \) and is bounded if and only if for each \( r > 0 \) one can find an \( m(r) > 0 \) such that
\[ |f(s, u) - f(s, v)| \leq m(r) \left( \psi(|s - t|) + \psi \left( \phi^{-1} \left( \frac{|u - v|}{r} \right) \right) \right). \]
(7.22)
Moreover, in this case the growth function \((2.24)\) of \( F \) satisfies the bilateral estimate
\[ \frac{1}{2k + 1} m(r) \leq \mu_F(r) \leq m(r), \]
(7.23)
where \( k = 2\phi \left( \frac{1}{2} \right)^{-1} \) and \( m(r) \) is the minimal constant occurring in \((7.22)\).

\[ \Rightarrow \] The sufficiency of \((7.22)\) for the boundedness of \( F \) between \( H_\phi \) and \( H_\psi \) is obvious.
To prove the necessity, we observe that, if \( F \) is bounded on \( B_r(H_\phi) \) by \( \mu_F(r) \) (see \((2.24)\)),
then all functions of the form
\[ x_{s,t,u,v}(\tau) = \begin{cases} u & \text{if } 0 \leq \tau \leq s, \\ u + \frac{v - u}{t - s}(\tau - s) & \text{if } s \leq \tau \leq t, \\ v & \text{if } t \leq \tau \leq 1, \end{cases} \]
where \(0 \leq s \leq t \leq 1\) and \(|u - v| \leq r \phi(|s - t|)\), are uniformly bounded by \(\mu_F(r)\) for \(|u|, |v| \leq r\). Applying \(F\) to the functions \(x_{s,t,u,v}\) yields, in particular, at \(\tau = s\) and \(\tau = t\), the estimate \(|f(s,u) - f(t,v)| \leq \mu_F(r)\psi(|s-t|)\). We claim that this estimate implies (7.22). To see this, we first observe that \(|f(s,u) - f(t,u)| < \mu_F(r)\psi(|s-t|)\) for \(|u| \leq r\). If, on the one hand, \(|u - v| \leq r \phi\left(\frac{1}{2}\right)\), then for each \(s \in [0, 1]\) we can find \(\bar{s} \in [0, 1]\) such that \(|u - v| = r \phi(|s - \bar{s}|)\), hence

\[
|f(s,u) - f(s,v)| \leq |f(s,u) - f(\bar{s},u)| + |f(\bar{s},u) - f(s,v)| \leq 2\mu_F(r)\psi(|s - \bar{s}|) = 2\mu_F(r)\psi\left(\phi^{-1}\left(\frac{|u - v|}{s}\right)\right).
\]

(7.24)

If, on the other hand, \(|u - v| > r \phi\left(\frac{1}{2}\right)\), and we put \(k = 2\phi\left(\frac{1}{2}\right)^{-1}\) then, by (7.24)

\[
|f(s,u) - f(s,v)| \leq \sum_{j=1}^{k} \left|f\left(s,u + \frac{j}{k}(v-u)\right) - f\left(s,u + \frac{j-1}{k}(v-u)\right)\right| \leq 2k\mu_F(r)\psi\left(\phi^{-1}\left(\frac{|u - v|}{k}\right)\right) \leq 2k\mu_F(r)\psi\left(\phi^{-1}\left(|u - v|\right)\right).
\]

Thus (7.22) holds with \(m(r) = (2k+1)\mu_F(r)\).

The estimate (7.23) for the growth function of \(F\) follows easily. \(\Leftarrow\)

The estimate (7.23) can be made more precise by taking into account the two different components \(\|x\|_c\) and \(h_\phi(x)\) of the norm (7.6) in the space \(H_\phi\). For \(r > 0\), let

\[
W(r, \tau, \rho) = \sup |f(s,u) - f(t,v)|,
\]

(7.25)

where the supremum is taken over \((s,u), (t,v) \in [0, 1] \times \mathbb{R}\) with \(|s-t| \leq \tau, |u|, |v| \leq r\), and \(|u - v| \leq \rho\).

**Theorem 7.4** If the superposition operator \(F\) generated by \(f\) is bounded from \(H_\phi\) into \(H_\psi\), its growth function (2.24) may be estimated by \(\mu_F(r) \leq \max \{\nu_f(r), \lambda_f(r)\}\) \((r > 0)\), where

\[
\nu_f(r) = \max_{0 \leq s \leq 1, |u| \leq r} |f(s,u)|
\]

and

\[
\lambda_f(r) = \sup_{0 \leq \tau \leq 1} \frac{W(r, \tau, \phi(\tau))}{\psi(\tau)}.
\]

\(\Rightarrow\) It is evident that \(\nu_f(r)\) is just the growth function of \(F\), considered as an operator in the space \(C\) (see (6.8)). Now, if \(|s-t| \leq \tau\), then \(|x(s) - x(t)| \leq h_\phi(x)\phi(|s-t|) \leq r\psi(\tau)\) (see (7.4)), hence \(|Fx(s) - Fx(t)| \leq W(r, \tau, \phi(\tau))\). The statement follows now from the definition of the norm (7.3). \(\Leftarrow\)

Condition (7.22) shows that, if \(F\) is bounded between \(H_\phi\) and \(H_\psi\), the generating function \(f\) is necessarily continuous on \([0, 1] \times \mathbb{R}\); just this fact makes it possible to consider
the growth function (7.26). It is surprising that without the boundedness requirement for $F$ this is false! Let us give an example. Let $\phi(t) = t^\alpha (0 < \alpha < 1)$, and let

$$
f(s, u) = \begin{cases} 
  u^{-\frac{4}{\alpha}} - su^{-\frac{2}{\alpha}} & \text{if } u > s^\frac{4}{\alpha}, \\
  0 & \text{if } u \leq s^\frac{4}{\alpha}.
\end{cases}
$$

(7.27)

To see that the corresponding operator $F$ maps the space $H_\alpha$ into itself we first observe that every function $x \in H_\alpha$ is bounded away from zero on the set $\Delta_x = \{ s : x(s) > s^{\frac{4}{\alpha}} \}$, say $|x(s)| \geq \gamma_x > 0$ ($s \in \Delta_x$).

Let $y = Fx$, and keep $s, t \in [0,1]$ fixed. To show that $y \in H_\alpha$ we distinguish three cases.

**Case 1.** $s \in \Delta_x$, $t \in \Delta_x$; in this case we get from the trivial estimate $|x(s)^{\frac{4}{\alpha}} - x(t)^{\frac{4}{\alpha}}| \leq |x(s) - x(t)| \leq \|x\|_\alpha |s - t|^\alpha$ and the definition (7.27) of $f$ that

$$
|y(s) - y(t)| \leq x(s)^{-\frac{4}{\alpha}} x(t)^{-\frac{2}{\alpha}} \left( |x(s)^{\frac{4}{\alpha}} - x(t)^{\frac{4}{\alpha}}| + t |x(s)^{\frac{2}{\alpha}} + x(t)^{\frac{2}{\alpha}}| \right) \leq \gamma^\frac{4}{\alpha} \|s - t|^\alpha + 2 \gamma^\frac{2}{\alpha} \|x\|^\frac{2}{\alpha} |s - t|^\alpha.
$$

**Case 2** $s \in \Delta_x$, $t \notin \Delta_x$; here we get $|y(s) - y(t)| = x(s)^{-\frac{4}{\alpha}} |x(s)^{\frac{2}{\alpha}} - s| \leq \gamma^\frac{4}{\alpha} \|x\|_\alpha |s - t|^\alpha + \gamma^\frac{4}{\alpha} |s - t|^\alpha$.

**Case 3** $s \notin \Delta_x$, $t \notin \Delta_x$; here we have simply $|y(s) - y(t)| = 0$.

In any case, $|y(s) - y(t)| = O(|s - t|^\alpha)$, hence $y \in H_\alpha$. Consider now the constant functions $x_k(s) \equiv k^{-\frac{4}{\alpha}}$ which converge to 0 as $k \to \infty$. Since $\|Fx_k\|_\alpha \geq |f(0, x_k(0))| = k$, $F$ is unbounded on every ball $B_r(H_\alpha)$ (hence even locally unbounded at 0!). Moreover, the same sequence shows that the function $f$ is discontinuous at $(0,0)$, and hence the operator $F$ does not act in the space $C$ of continuous functions!

The fact that the function $f$ constructed in this counterexample depends on both $s$ and $u$ is not accidental. In fact, in the autonomous case $f = f(u)$ the situation is much simpler:

**Theorem 7.5** Suppose that the function $f = f(u)$ does not depend on $s$, and the superposition operator $F$ generated by $f$ maps $H_\phi$ into $H_\phi$. Then $F$ is bounded on every ball $B_r(H_\phi)$, and $f$ is continuous on $\mathbb{R}$.

$\Rightarrow$ By Theorem 7.1, the acting condition $F(H_\phi) \subseteq H_\phi$ implies that for each $r > 0$ there exists $m(r) > 0$ such that

$$
|f(u) - f(v)| \leq m(r) \psi \left( \phi^{-1} \left( \frac{|u - v|}{r} \right) \right)
$$

(7.28)

for $|u|, |v| \leq r$. For $v = 0$ this gives, on the one hand, $\|Fx\|_C \leq m(r) \psi(\phi^{-1}(1)) + |f(0)|$ if $\|x\|_C \leq r$, $u = x(s)$ and $v = x(t)$ and, on the other, $h_\psi(Fx) \leq m(r)$ if $h_\psi(x) \leq r$, which shows that $F$ is bounded.
7.4 Continuity conditions

As we have seen, the fact that the superposition operator $F$ acts between two Hölder spaces $H_\phi$ and $H_\psi$ does not imply its boundedness, except for the autonomous case; see Theorem 7.5. The problem of finding continuity conditions is still more delicate. First of all we observe that even if the function $f = f(u)$ does not depend on $s$, the corresponding superposition operator $F$ need not be continuous in $H_\phi$. Consider, for example, the function

$$f(u) = \min \{u, 1\}. \quad (7.29)$$

Since $f$ satisfies (7.28) (for $\psi = \phi$ and $m(r) = r$), the corresponding operator $F$ maps $H_\phi$ into itself and is bounded. However, $F$ is not continuous at $x_0(s) = \phi(s)$. To see this, let $x_n(s) = \phi(s) + \varepsilon_n$ where $0 < \varepsilon_n < 1$, $\varepsilon_n \to 0$. Then $\|x_n - x_0\|_\phi \to 0$ as $n \to \infty$, but

$$\sup_{0 < \sigma \leq 1} \frac{\omega(Fx_n - Fx_0, \sigma)}{\phi(\sigma)} = 1.$$  

The fact that the operator $F$ generated by the function (7.29) maps the space $H_\phi$ into itself, but not into the smaller space $H^{0}_\psi$ is again not accidental. Indeed, the following remarkable result is true:

**Theorem 7.6** If the superposition operator $F$ generated by $f = f(u)$ maps the space $H_\phi$ into the space $H^{0}_\psi$, then $F$ is continuous.

⇒ Fix $x_0 \in H_\phi$ and let $x_n$ be a sequence in $H_\phi$ which converges in the norm (7.6) to $x_0$. By Theorem 7.2, we have $|f(u) - f(v)| \leq m\psi \left( \frac{|u - v|}{r} \right)$ for $|u|, |v| \leq r$ ($m, r > 0$). Since $f = f(u)$ does not depend on $s$, $f$ is continuous (Theorem 7.5); hence $\|Fx_n - Fx_0\|_\psi \to 0$ ($n \to \infty$), by Theorem 6.5: it remains to show that $h_\psi(Fx_n - Fx_0) \to 0$ ($n \to \infty$). For $|s - t| \leq \delta$ and $|x_n(s) - x_n(t)| \leq r\phi(|s - t|)$ we have $|Fx_n(s) - Fx_n(t)| \leq \psi \left( \phi^{-1} \left( \frac{|x_n(s) - x_n(t)|}{r} \right) \right)$, consequently,

$$\lim_{\sigma \to 0} \frac{\omega(Fx_n - Fx_0, \sigma)}{\psi(\sigma)} = 0$$

uniformly in $n \in \mathbb{N}$, since $m > 0$ is arbitrary. This implies that, given $\varepsilon > 0$, we have $\omega(Fx_n - Fx_0, \sigma) < \varepsilon\psi(\sigma)$ for $\sigma \leq \sigma(\varepsilon)$ and all $n \in \mathbb{N}$. On the other hand, we have $\omega(Fx_n - Fx_0, \sigma) \leq c\psi(\sigma)$ for $\sigma \geq \sigma(\varepsilon)$ and $n > n(\varepsilon)$, since $f$ is continuous. We conclude that $\sup_{\sigma > 0} \omega(Fx_n - Fx_0, \sigma) \leq \varepsilon\psi(\sigma)$ for $n \geq n(\varepsilon)$, and hence we are done. ⇐

The following theorem contains three general continuity results on the superposition operator in Hölder spaces.

**Theorem 7.7** Suppose that the superposition operator $F$ generated by $f$ acts between two Hölder spaces $H_\phi$ and $H_\psi$. Then $F$ is continuous at $x_0 \in H_\phi$ if and only
if for each $\varepsilon > 0$ there exists a $\delta > 0$ such that
\[
|f(s, x_0(s) + h) - f(s, x_0(s)) - f(t, x_0(t) + k) + f(t, x_0(t))| \leq \\
\leq \varepsilon \left( \psi(|s - t|) + \psi \left( \phi^{-1} \left( \frac{|u - v|}{r} \right) \right) \right)
\]  
(7.30)

for $|h|, |k| \leq \delta$. Moreover, $F$ is continuous on $H_\phi$ (respectively $H_\phi^0$) if for each $(s_0, u_0) \in [0, 1] \times \mathbb{R}$ and each $\varepsilon > 0$, there exists a $\delta > 0$ (respectively for each $\varepsilon > 0$ there exist $r > 0, \delta > 0$) such that
\[
|f(s, u + h) - f(s, u) - f(t, v + k) + f(t, v)| \leq \\
\leq \varepsilon \left( \psi(|s - t|) + \psi \left( \phi^{-1} \left( \frac{|u - v|}{r} \right) \right) \right) + \psi \left( \phi^{-1} \left( \frac{|h - k|}{\delta} \right) \right)
\]  
(7.31)

for $(s, u), (s, u + h), (t, v), (t, v + k) \in W_\phi(s_0, u_0, r, \delta)$ and $|h|, |k| \leq \delta$. Finally, $F$ is uniformly continuous (on bounded sets) in $H_\phi$ if and only if for each $\varepsilon > 0, r > 0$ there exists a $\delta > 0$ such that (7.31) holds for $|u|, |v| \leq r$ and $|h|, |k| \leq \delta$.

$\Rightarrow$ Let $x_0 \in H_\phi$, $\|x_0\|_\phi < r$, and $\varepsilon > 0$. First we observe that (7.31) implies the continuity of the function $f$ on $[0, 1] \times \mathbb{R}$. By assumption, for each $s_0 \in [0, 1]$ we find a $\delta > 0$ such that
\[
|f(s, x_0(s) + h) - f(s, x_0(s)) - f(t, x_0(t) + k) + f(t, x_0(t))| \leq \\
\leq \varepsilon \left( \psi(|s - t|) + \psi \left( \phi^{-1} \left( \frac{|x_0(s) - x_0(t)|}{r} \right) \right) \right) + \psi \left( \phi^{-1} \left( \frac{|h - k|}{\delta} \right) \right)
\]  
(7.32)

for $|s - s_0|, |t - s_0| \leq \delta$ and $|h|, |k| \leq \delta$. By the compactness of $[0, 1]$, we may choose finitely many points $s_1, \ldots, s_m$ and some universal $\delta > 0$ such that
\[
|f(s, x_0(s) + h) - f(s, x_0(s)) - f(t, x_0(t) + k) + f(t, x_0(t))| \leq \\
\leq \varepsilon \left( \psi(|s - t|) + \psi \left( \phi^{-1} \left( \frac{|h - k|}{\delta} \right) \right) \right)
\]  
(7.33)

for $|s - s_j|, |t - s_j| \leq \delta$ $(j = 1, \ldots, m)$ and $|h|, |k| \leq \delta$. Let now $x_n \in H_\phi$ be a sequence which converges to $x_0$; for large $n$ we have then $\|x_n\|_\phi < r$ and $\|x_n - x_0\|_\phi \leq \delta$, hence, by (7.32),
\[
|f(s, x_n(s)) - f(s, x_0(s)) - f(t, x_n(t)) + f(t, x_0(t))| \leq \varepsilon (2\psi(|s - t|) + \psi(\phi^{-1}(\delta^{-1}|x_n(s) - x_0(s)| + |x_n(t) - x_0(t)|))) \leq 3\varepsilon \psi(|s - t|).
\]  
Now, for large $n$ and $|s - t| \leq \delta$ we get the estimate
\[
|f(s, x_n(s)) - f(s, x_0(s)) - f(t, x_n(t)) + f(t, x_0(t))| \leq 3\varepsilon \psi(|s - t|),
\]
while for $|s - t| > \delta$ we get, by the continuity of $f$, the estimate $\psi(|s-t|^{-1}|f(s, x_n(s)) - f(s, x_0(s)) - f(t, x_n(t)) + f(t, x_0(t))|) \leq 2\varepsilon(\delta^{-1})\|F_{x_n} - F_{x_0}\|_C \leq 3\varepsilon$.

This shows that $h_\psi(F_{x_n} - F_{x_0}) \to 0$ as $n \to \infty$, and hence $F$ is continuous at $x_0$.

Suppose now that $F$ is continuous at $x_0 \in H_\phi$. This means that, given $\varepsilon > 0$, one can find a $\delta > 0$ such that the superposition operator $F$ generated by the function (1.11) maps the ball $B_\delta(H_\phi)$ into the ball $B_\varepsilon(H_\phi)$. By Theorem 7.3, condition (7.30) follows.

So far we have proved the necessity and sufficiency of (7.30) for the continuity of $F$ at $x_0 \in H_\phi$. The proof of the sufficiency of (7.31) for the continuity (respectively uniform uniform
continuity) of \( F \) on \( H_\phi \) follows the same reasoning. Finally, the necessity of (7.31) for the uniform continuity of \( F \) follows from the fact that in this case the estimates for the operator \( \tilde{F}h = F(x_0 + h) - Fx_0 \) generated by the function (7.32) do not depend on \( x_0 \). \⇐

Observe that the condition for the continuity of \( F \) on \( H_\phi \) is only sufficient, in contrast to that for the continuity of \( F \) at a single point, or for the uniform continuity on balls. Conditions for continuity on the whole space \( H_\phi \) which are both necessary and sufficient are not known.

### 7.5 Lipschitz and Darbo conditions

In this section we shall be concerned with the Lipschitz condition

\[
\|Fx_1 - Fx_2\|_\psi \leq k(r)\|x_1 - x_2\|_\phi \quad (x_1, x_2 \in B_r(H_\phi)) \tag{7.33}
\]

and the Darbo condition

\[
\alpha_\phi(FN) \leq k(r)\alpha_\phi(N) \quad (N \subseteq B_r(H_\phi)) \tag{7.34}
\]

for the superposition operator \( F \) between two Hölder spaces \( H_\phi \) and \( H_\psi \), where \( \alpha_\phi \) denotes the Hausdorff measure of noncompactness (2.32) in the space \( H_\phi \).

In all spaces considered so far, these two conditions turned out to be equivalent (see Theorem 2.13 for general ideal spaces, Theorem 3.11 for Lebesgue spaces, Theorem 4.10 for Orlicz spaces, Theorem 5.7 for Lorentz and Marcinkiewicz spaces, and Theorem 6.6 for the space \( C \)). Hölder spaces give the first example for which there is a large "gap" between these two conditions. In fact, the Darbo condition (7.34) holds for a reasonably large class of function \( f \), while the Lipschitz condition (7.33) leads to a strong degeneracy for the function \( f \), provided the Lipschitz constant \( k \) in (7.33) is actually independent of \( r \).

By the remark at the end of Section 7.2, only the case \( \phi < \psi \) is interesting.

**Theorem 7.8** Suppose that the superposition operator \( F \) generated by \( f \) acts between two Hölder spaces \( H_\phi \) and \( H_\psi \) over \([0, 1] \), where \( \phi < \psi \).

Then \( F \) satisfies a global Lipschitz condition

\[
\|Fx_1 - Fx_2\|_\psi \leq k\|x_1 - x_2\|_\phi \quad (x_1, x_2 \in H_\phi) \tag{7.35}
\]

if and only if the function \( f \) has the form

\[
f(s, u) = a(s) + b(s)u \tag{7.36}
\]

for some \( a, b \in H_\psi \).

\( \Rightarrow \) For the proof we use the norm (7.13). The sufficiency of (7.36) for (7.35) is a simple consequence of the formula (7.12).

To prove the necessity, suppose that \( F \) satisfies the condition (7.35), and fix \( \sigma, \tau \in [0, 1] \) (\( \sigma < \tau \)) and \( u_1, u_2, v_1, v_2 \in \mathbb{R} \). Define two functions \( x_1, x_2 \in H_\phi \) by

\[
x_i(s) = \begin{cases} 
  u_i & \text{if } 0 \leq s \leq \sigma, \\
  \frac{v_i - u_i}{\tau - \sigma} & \text{if } \sigma < s < \tau, \\
  v_i & \text{if } \tau \leq s \leq 1
\end{cases}
\]
Obviously, \( \|x_1 - x_2\|_\phi = |u_1 - u_2| + \phi(\tau - \sigma)^{-1}|v_1 - v_2 - u_1 + u_2| \). By (7.35) we have

\[
|f(0, u_1) - f(0, u_2)| + \frac{|f(\tau, v_1) - f(\tau, v_2) - f(\sigma, u_1) + f(\sigma, u_2)|}{\psi(\tau - \sigma)} \leq k|u_1 - u_2| + k \frac{|v_1 - v_2 - u_1 + u_2|}{\psi(\tau - \sigma)}.
\]

Setting \( v_1 = \xi + \eta, v_2 = \xi, u_1 = \eta, \) and \( u_2 = 0 \) gives

\[
|f(0, u_1) - f(0, u_2)| + \frac{f(\tau, \xi + \eta) - f(\tau, \xi) - f(\tau, \eta) + f(\tau, 0)}{\psi(\tau - \sigma)} \leq k|\eta|.
\]

Multiplying both sides of this inequality by \( \psi(\tau - \sigma) \) and letting \( \tau \) tend to \( \sigma \) yields \( f(\sigma, \xi + \eta) - f(\sigma, \xi) - f(\sigma, \eta) + f(\sigma, 0) = 0 \). This shows that, for fixed \( \sigma \in [0, 1] \), the function \( \ell_\sigma(t) = f(\sigma, t) - f(\sigma, 0) \) is additive and continuous, hence linear. Consequently, we have \( \ell_\sigma(t) = b(\sigma)t \) for some function \( b \). Finally, setting \( a(s) = f(s, 0) \) gives the representation (7.36), where \( b = f(\cdot, 1) - f(\cdot, 0) \in H_\psi \) and \( a = f(\cdot, 0) \in H_\psi \) as claimed.

We remark that an analogous result holds for the superposition operator \( F \) between the spaces \( H_\phi^0 \) and \( H_\psi^0 \); the proof is exactly the same. Note that Theorem 7.8 is completely analogous to Theorem 6.15 for the space \( NBV \).

Theorem 7.8 shows that the global Lipschitz condition (7.35) is very restrictive in the space \( H_\phi^0 \). If we replace (7.35) by the local condition (7.33), however, we get a less restrictive condition of \( f \), at least in the autonomous case.

**Theorem 7.9** Suppose that the superposition operator \( F \) generated by \( f = f(u) \) acts between two Hölder spaces \( H_\phi \) and \( H_\psi \) over \([0, 1] \), where \( \phi < \psi \). Then the local Lipschitz condition (7.33) holds if and only if \( f \) is continuously differentiable on \( \mathbb{R} \) with

\[
|f'(u) - f'(v)| \leq k(r) \psi \left( \phi^{-1} \left( \frac{|u - v|}{r} \right) \right)
\]

for \( |u|, |v| \leq r \).

\[\Rightarrow\] The sufficiency of (7.37) for (7.33) is a simple consequence of the Newton-Leibniz formula. To prove the necessity, observe first that the local Lipschitz condition (7.33) for \( F \) implies that \( f \) is locally Lipschitz on \( \mathbb{R} \), and hence \( f' \) exists almost everywhere on \( \mathbb{R} \). Fix \( x \in H_\phi \) and \( \lambda \in \mathbb{R} \) such that \( \|x\|_\phi \leq r \) and \( \|x + \lambda\|_\phi < r \). Let \( g(s, \lambda) = \lambda^{-1}(f(x(s) + \lambda) - f(x(s))) \). By assumption, \( \|F(x + \lambda) - Fx\|_\psi \leq k(\lambda) \), hence \( |g(s, \lambda)| \leq k(\lambda) \) and \( |g(s, \lambda) - g(t, \lambda)| \leq k\psi(|s - t|) \).

By the Arzela-Ascoli compactness criterion, we may find a sequence \( \lambda_n \) in \((0, \infty)\) such that \( \lambda_n \to 0 \) and the sequence of functions \( g_n = g(\cdot, \lambda_n) \) converges uniformly on \([0, 1] \) to some continuous functions \( g \). But \( f' = g \) almost everywhere on \( \mathbb{R} \), and hence \( f \) is continuously differentiable. Passing to the limit \( \lambda \to 0 \), we conclude that the superposition operator \( G \) generated by \( g \) maps the space \( H_\phi \) into the space \( H_\psi \). The assertion follows now from Theorem 7.5 (see (7.28)). \[\Leftarrow\]

Let us now analyze the Darbo condition (7.34). We shall discuss (7.34) in the subspace \( H_\phi^0 \) rather than in the whole space \( H_\phi \). The reason for this is that simple compactness criteria in the space \( H_\phi \) do not exist, while compact sets in \( H_\phi^0 \) are easily described:
Lemma 7.3  The Hausdorff measure of noncompactness (2.32) in the space $H^0_\phi$ is given by the formula

$$\alpha_\phi(N) = \lim_{\sigma \to 0} \sup_{x \in N} \frac{\omega(x, \sigma)}{\phi(\sigma)}. \quad (7.38)$$

$\Rightarrow$ Denote the right-hand side of (7.38) by $\tilde{\alpha}_\phi(N)$. Let $\eta > \alpha_\phi(N)$, and let $\{z_1, \ldots, z_m\}$ be a finite $\eta$-net for $N$ in $H^0_\phi$. Fix $x \in N$ and choose $z_j$ such that $h(x - z_j) \leq \eta$. Since $z_j \in H^0_\phi$, we have $\omega(z_j, \sigma) \leq \epsilon \phi(\sigma)$ ($\sigma \leq \delta$), hence $\omega(x, \sigma) \leq \omega(x - z_j, \sigma) + \omega(x, \sigma) \leq (\eta + \epsilon)\phi(\sigma)$. This shows that $\alpha_\phi(N) \geq \tilde{\alpha}_\phi(N)$.

Conversely, given $\varepsilon > 0$, we can find a $\delta \in (0, 1)$ such that $\omega(x, \sigma) \leq (\tilde{\alpha}_\phi(N) + \varepsilon)\phi(\sigma)$ for $\sigma \leq \delta$, uniformly in $x \in N$. As a bounded set in $H_\phi$, $N$ is precompact in the space $C$; thus we may find a finite $\varepsilon\phi(\delta)$-net $\{z_1, \ldots, z_m\}$ in $N \subseteq C$. Given $x \in N$, we choose $z_j$ such that $\|x - z_j\|_C \leq \varepsilon\phi(\delta)$ and obtain $\omega(x - z_j, \sigma) \leq 2\|x - z_j\|_C \leq 2\varepsilon\phi(\delta) \leq 2\varepsilon\phi(\sigma) \sigma \geq \delta$, and $\omega(x - z_j, \sigma) \leq \omega(x, \sigma) + \omega(x, \sigma) \leq (\tilde{\alpha}_\phi(N) + 2\varepsilon)\phi(\sigma)$ for $\sigma \leq \delta$. This shows that $\|x - z_j\|_\phi \leq \tilde{\alpha}_\phi(N) + 2\varepsilon$, hence $\alpha_\phi(N) \leq \tilde{\alpha}_\phi(N)$.

Unfortunately, we do not know conditions for (7.34) in terms of $f$ which are both necessary and sufficient. Nevertheless, Lemma 7.3 allows us to formulate the following sufficient condition:

Theorem 7.10  Suppose that the superposition operator $F$ generated by $f$ acts between two Hölder spaces $H^0_\phi$ and $H^0_\psi$. Then $F$ satisfies the Darbo condition (7.34) if

$$k(r) = \sup_{0 < \rho \leq r} \lim_{\tau \to 0} \frac{W(t, \tau, \rho \phi(\tau))}{\rho \psi(\tau)} < \infty$$

with $W$ given by (7.25).

$\Rightarrow$ We use Lemma 7.3 to verify (7.34). Let $N \subseteq B_r(H^0_\phi)$ and $\eta > \alpha_\phi(N)$. Given $\varepsilon > 0$, choose $\delta > 0$ such that $\omega(x, \tau) \leq \eta \phi(\tau)$ and $\psi(\tau)^{-1}W(r, \tau, \rho \phi(\tau)) \leq (k(r) + \varepsilon)\rho$ for $\tau \leq \delta$. For $x \in N$ we have then

$$\frac{\omega(Fx, \tau)}{\psi(\tau)} \leq \frac{W(r, \tau, \omega(x, \tau))}{\psi(\tau)} \leq (k(r) + \varepsilon)\eta \quad (\tau \leq \delta);$$

hence, by (7.38), $\alpha_\psi(FN) \leq (k(r) + \varepsilon)\eta$, which proves (7.34).

7.6 Differentiability conditions

Suppose that the superposition operator $F$ acts between two Hölder spaces $H_\phi$ and $H_\psi$ and is differentiable at some point $x_0 \in H_\phi$. Consider the auxiliary function (1.11). The differentiability of $F$ at $x_0$ means that $\mu_F(r) = o(r)$ ($r \to 0$), where $\mu_F(r)$ is the growth function (2.24) of the superposition operator $\tilde{F}$ generated by the function (1.11). This relation is in turn equivalent, by (7.23), to $m(r) = o(r)$ ($r \to 0$), where $m(r)$ is the constant occurring in (7.22), with $f$ replaced by $\tilde{f}$. By this reasoning, we arrive at the following differentiability criterion:

Theorem 7.11  Suppose that the superposition operator $F$ generated by $f$ acts between two Hölder spaces $H_\phi$ and $H_\psi$. Then $F$ is differentiable at $x \in H_\phi$ if and only if
the limit (6.18) exists as a continuous function, and for each \( \varepsilon > 0 \) there exists a \( \delta > 0 \) such that

\[
|f(s, x(s) + u) - f(s, x(s)) - a(s)u - f(t, x(t) + v) + f(t, x(t)) + a(t)v| \leq \\
\leq \varepsilon r \left( \psi(|s - t|) + \psi \left( \phi^{-1} \left( \frac{|u - v|}{r} \right) \right) \right)
\]

for \( r \leq \delta \) and \(|u|, |v| \leq r\). In this case, the derivative of \( F \) at \( x \) has the form (6.16).

Similarly, the following holds:

**Theorem 7.12** Suppose that the superposition operator \( F \) generated by \( f \) acts between two Hölder spaces \( H_\phi \) and \( H_\psi \). Then \( F \) is asymptotically linear if and only if the limit (6.19) exists as a continuous function, and for each \( \varepsilon > 0 \) there exists an \( \omega > 0 \) such that

\[
|f(s, u) - a_\infty(s)u - f(t, v) + a_\infty(t)v| \leq \\
\leq \varepsilon r \left( \psi(|s - t|) + \psi \left( \phi^{-1} \left( \frac{|u - v|}{r} \right) \right) \right)
\]

for \( r \geq \omega \) and \(|u|, |v| \leq r\). In this case the asymptotic derivative of \( F \) has the form (6.17).

As a corollary to these differentiability criteria, we get the following degeneracy result:

**Theorem 7.13** Suppose that the superposition operator \( F \) generated by \( f \) is differentiable in the space \( H_\phi \), and the derivative \( F'(x) \) is uniformly bounded in \( x \). Then the function \( f \) has the form (7.36), i.e. is affine in \( u \).

We remark that, by considering conditions of the form \( m(r) = o(r^k) \) (\( r \rightarrow 0; \; k = 2, 3, \ldots \)) one gets criteria for the existence of higher derivatives of \( F \) which are analogous to that given in Theorem 7.11.

### 7.7 The superposition operator in the space \( J_{\phi, p} \)

In the preceding sections we have given a rather complete discussion of the properties of the superposition operator in Hölder spaces. Much less is known for the Hölder-type spaces \( J_{\phi, p} \) introduced in Section 7.1. First of all, we remark that the Hausdorff measure of noncompactness (2.32) in the space \( J_{\phi, p} \) is given by

\[
\alpha_{\phi, p}(N) = \lim_{\sigma \to 0} \sup_{x \in N} \left( \int_0^\sigma \frac{\omega(x, y)^p}{\phi(t)^p} \frac{dt}{t} \right)^{\frac{1}{p}} ;
\]

this may be proved as the similar statement of Lemma 7.3.

We summarize some properties of \( F \) with the following:

**Theorem 7.14** Let \( \phi \) and \( \psi \) be two Hölder functions, and let \( 1 \leq p < \infty \). Suppose that the function \( f \) is continuous on \( \Omega \times \mathbb{R} \), and that for any \( r > 0 \) the estimate

\[
\frac{W(r, \tau, \rho \phi(t))}{\psi(t)^p} \leq \tau c(r, \tau, \lambda) + \frac{\lambda \rho^\tau}{\phi(t)^p} \quad (\rho \leq r, \; \lambda \in \Lambda(r))
\]

(7.40)
holds for some set \( \Lambda(r) \subseteq (0, \infty) \), where \( W \) is given by (7.25), and \( c(r, \cdot, \lambda) \) is some integrable function. Then the superposition operator \( F \) generated by \( f \) maps \( J_{\phi,p} \) into \( J_{\psi,p} \) is bounded and continuous. Its growth function (2.24) in the norm (7.9) may be estimated by \( \mu_F(r) \leq \max \{ \nu_f(r), \lambda_f(r) \} \) \((r > 0)\), where \( \nu_f(r) \) is given by (7.26) and

\[
\lambda_f(r) = \inf_{\lambda \in \Lambda(r)} \left( \int_0^1 c(r, t, \lambda) \, dt + \lambda r^p \right)^{\frac{1}{p}}.
\]

Moreover, the Darbo condition

\[
\alpha_{\psi,p}(F N) \leq k(r) \alpha_{\phi,p}(N) \quad (N \subseteq B_r(J_{\phi,p}))
\]

holds with \( k(r) = (\inf \lambda(r))^{\frac{1}{p}} \), where \( \alpha_{\phi,p} \) is given by (7.39).

\[
\Rightarrow \text{Let } x \in J_{\phi,p} \text{ with } \|x\|_{\phi,p} \leq r. \text{ By definition of } W \text{ and (7.40) we get for every } \\
\lambda \in \Lambda(r)
\]

\[
\int_0^1 \frac{\omega(Fx, t)^p}{\psi(t)^p} \, dt \leq \int_0^1 \frac{W(r, t, \omega(x, t))^p}{\psi(t)^p} \, dt \leq \frac{1}{0} \int c(r, t, \lambda) \, dt + \lambda \int \frac{\omega(x, t)^p}{\psi(t)^p} \, dt \leq \int c(r, t, \lambda) \, dt + \lambda \psi_{\phi,p}(x) < \infty.
\]

This shows that \( Fx \in J_{\psi,p}, \ j_{\psi,p}(Fx) \leq \int_0^1 c(r, t, \lambda) \, dt + \lambda j_{\phi,p}(x) \), and \( F \) is bounded and continuous. The estimate for \( \mu_F(r) \) follows by an easy computation. It remains to show that \( F \) satisfies the Darbo condition (7.41). To see this, let \( \eta > \alpha_{\phi,p}(N) \) and fix \( x \in N \) and \( \lambda \in \Lambda(r) \). For small \( \sigma > 0 \) we get, by (7.39), uniformly in \( x \in N \),

\[
\int_0^\sigma \frac{\omega(Fx, t)^p}{\psi(t)^p} \, dt \leq \int_0^\sigma c(r, t, \lambda) \, dt + \lambda \int_0^\sigma \frac{\omega(x, t)^p}{\psi(t)^p} \, dt \leq \int_0^\sigma c(r, t, \lambda) \, dt + \lambda \eta^p.
\]

This means that

\[
\limsup_{\sigma \to 0} \sup_{x \in N} \int_0^\sigma \frac{\omega(Fx, t)^p}{\psi(t)^p} \, dt \leq \lambda \eta^p;
\]

hence, again by (7.39), \( \alpha_{\psi,p}(F N) \leq \lambda^{\frac{1}{p}} \alpha_{\phi,p}(N) \), as claimed. \( \Leftarrow \)

7.8 Notes, remarks and references
1. All the material presented on Hölder spaces may be found in many textbooks on function spaces, partial differential equations, or singular integral equations. The fact that we assumed that diam $\Omega = 1$ and $\phi(1) = 1$ is of course only technical. The compactness of $\Omega$, however, is important, although some results may also be stated for noncompact $\Omega$. A study of what we call Hölder functions may be found in the book [138]. The spaces $S_{\phi,p}$ are also studied in detail in [138], in particular, compactness properties and imbedding theorems between them. We remark that the spaces $S_{\phi,p}$ are special cases of so-called Besov spaces $B_{\infty,p}^0$ which have been studied, for instance, in [49], [106], and [121].

We point out that there is a formal analogy between the spaces $S_{\alpha,\beta}$, $H_\alpha$ and $H^0_\alpha$ on the one hand, and the Lorentz and Marcinkiewicz spaces $\Lambda_{p,q}$, $M_p$ and $M_0^p$ considered in Section 5.2, on the other. Moreover, if the construction which leads to these spaces is considered from an axiomatic point of view, one gets various classes of known function spaces, such as Besov spaces, Gusejnov spaces, Morrey-Campanato spaces, and others (see [20], [50], [244] for details).

2. The superposition operator in Hölder spaces was studied by many authors, first of all by M.Z. Berkolajko, V.A. Bondarenko, Ja.B. Rutitskij, and P.P. Zabrejko [46-48], [51-56]; a very concise and self-contained presentation of the main properties of Hölder spaces is, in particular, [55]; for proofs see [56].

The first acting conditions for $F$ in the Hölder spaces $H_\alpha$ and $H_\phi$ (however, combined with boundedness of $F$) seem to be due to A.A. Babajev [40], M.Z. Berkolajko [46] and H.Sh. Muhtarov [233] in the autonomous case $f = f(u)$. The general Theorems 7.1 and 7.2, as well as Lemma 7.2, are taken from [56].

3. As pointed out in Theorem 7.5, in the case $f = f(u)$ the acting condition $F(H_\phi) \subseteq H_\psi$ implies the boundedness of $F$, and is equivalent to the (local) condition (7.28). This was observed by many authors independently (see [40], [137] and [327] for $H_\phi = H_\alpha$ [46] for general $H_\phi$, and [98] for vector-valued functions in $H_\alpha$). The fact that the acting conditions $F(H_\phi) \subseteq H_\psi$ or $F(H^0_\alpha) \subseteq H_\psi$ in case $\phi \not\leq \psi$ implies that $f = f(s)$ (i.e. $F$ is constant) was first observed in [54].

If the function $f$ depends on both $s$ and $u$, the situation becomes more complicated. Theorem 7.3, which gives a criterion for both acting and boundedness of $F$, is taken from [55], for the proof see [56], where the two-sided estimate (7.23) for the growth function $\mu_F$ between $H_\phi$ and $H_\psi$ can also be found. Analogous results are contained in [51] and [52]. The counterexample (7.27) after Theorem 7.4 is given in the following more general form in [52]. Consider two concave differentiable Hölder functions $\phi$ and $\psi$ on $[0, \infty)$ such that $\phi \ll \psi$ and $|\psi(s) - \psi(t)| \geq c|s - t|$ for some $c > 0$. Let

$$f(s, u) = \begin{cases} \frac{1}{\psi^{-1}(u)} \left( 1 - \frac{s}{\psi^{-1}(u)} \right) & \text{if } u \geq \psi(s), \\ 0 & \text{if } u \leq \psi(s). \end{cases}$$  (7.42)

Then the superposition operator $F$ generated by $f$ maps the space $H_\phi$ into itself, but is locally unbounded at $0$. To prove the latter assertion, it suffices to consider the constant functions $x_k(s) \equiv \xi_k$, where $0 \leq \xi_k \leq \frac{1}{k}$ and $\psi(\xi_{k+1}) \leq \frac{1}{2} \psi(\xi_k)$; in fact, although $\|x_k\|_\phi = \xi_k \to 0$, we have $\|Fx_k\|_\phi \geq |f(0, x_k(0))| = \xi_k^{-1} \to \infty$. The same reasoning shows
that the function (7.42) is discontinuous at \((0,0)\). Of course, (7.27) is contained in (7.42) by the special choice \(\phi(t) = t^\alpha\) and \(\psi(t) = t^{\frac{\alpha}{2}}\).

We point out again that, as is shown by the counterexample, the operator \(F\) may act in a Hölder space without acting in the space \(C\) of continuous functions. Conversely, the crucial condition (7.22) implies the somewhat strange fact that the boundedness of the operator \(F\) (in some space \(H_\phi\)) guarantees the continuity of the corresponding function \(f\) (on \([0,1] \times \mathbb{R}\)).

4. The counterexample (7.29), which is taken from [46], shows that even in the autonomous case \(f = f(u)\) the operator \(F\) need not be continuous in \(H_\phi\). The paper [46] contains also the proof of Theorem 7.6 and related results; for example, if \(F\) maps \(H_\phi\) into \(H_\phi\) then \(F\) is continuous on \(H_\phi^0\) (compare this again with the counterexample (7.29), where the discontinuity point \(x_0 = \phi\) belongs, of course, to \(H_\phi \setminus H_\phi^0\)).

In case \(f = f(s,u)\) one can find all continuity results of Section 7.4 in [55]. Some continuity and boundedness conditions of this type in the space \(H_\phi^0\) are contained in [47]. In [327-329] it is shown that, in the autonomous case \(f = f(u)\), the operator \(F\) is continuous from \(H_\alpha\) into \(H_\beta\) if and only if

\[
\lim_{|h| \to 0} \frac{|f(u + h) - f(u)|}{|h|^\frac{\beta}{\alpha}} = 0,
\]

uniformly on bounded intervals; for \(\alpha = \beta\), this amounts to differentiability of the function \(f\), see also [98].

In [55] also a compactness criterion for \(F\) between \(H_\phi^0\) and \(H_\psi^0\) is mentioned; this criterion implies, in particular, that \(F\) is necessarily constant if \(F\) is compact in \(H_\phi\) (see also [47]); this is of course parallel to the spaces \(L_p\) (Theorem 3.11) and \(C\) (Theorem 6.6).

The above-mentioned analogy between the spaces \(J_{\alpha,\beta}\) and \(H_\alpha\), on the one hand, and the Lorentz and Marcinkiewicz spaces \(\Lambda_{p,q}\) and \(M_p\), on the other, has more than formal character. We recall that, if \(X\) is an ideal space of measurable functions, the subspace \(X^0\) was defined as a set of all functions in \(X\) with absolutely continuous norms (see (2.1)). Likewise, one may show [20] that \(H_\phi^0\) consists of all functions in \(H_\phi\) whose norm tends to 0 as their domain of definition is "shrinking". From this point of view, Theorem 7.6 reminds very much of Theorem 2.7, although ideal spaces and Hölder spaces are of quite different nature.

Some applications of the "little" Hölder spaces \(H_\phi^0\) to interpolation theory may be found in [322], to differential equations in [201], and to integral equations in [25].

In rather the same way as special Young functions generate "nice" Orlicz spaces (see Section 4.1) and superposition operators between them, the superposition operator also behaves "nicer" between \(H_\phi\) and \(H_\psi\) if the Hölder functions \(\phi\) and \(\psi\) have additional properties. We say that \(\psi\) satisfies a \(\Delta_2\) condition with respect to \(\psi\) if \(\psi \circ \phi^{-1} \in \Delta_2\), i.e.

\[
\psi(\phi^{-1}(2t)) \leq C \psi(\phi^{-1}(t))
\]

for some \(C > 0\). In this case, it can be shown that the acting condition \(F(H_\phi^0) \subseteq H_\psi\) implies the acting condition \(F(H_\phi) \subseteq H_\psi\) [55]; moreover, local boundedness implies global boundedness, as condition (7.22) shows.
The above-mentioned $\Delta_2$ condition holds of course for the classical case $\phi(t) = t^\alpha$ and $\psi(t) = t^\beta$ ($0 < \alpha, \beta \leq 1$). For the space $H_1 = \text{Lip}$ the fact that the local boundedness implies the global boundedness of $F$ is proved in [53]. Interestingly, it is shown there that the acting condition $F(C^1) \subseteq \text{Lip}$ implies the acting condition $F(\text{Lip}) \subseteq \text{Lip}$.

5. As already mentioned in Section 7.1, the "little"$H$ölder space $H^0$ is, in some sense, much more "tractable" than the "big"$H$ölder space $H$. This is illustrated, for instance, by the fact that precompact sets are easily described in $H^0$ (see Lemma 7.3, which is taken from [25]), while no simple compactness criterion in the space $H$ is known (some criteria mentioned in the literature, e.g. [110] or [138], are false). The space $H^0$ may be obtained as closure of the space $C^1$ of all continuously differentiable functions with respect to the norm (7.6); this is true, in particular, for the space $H^0$ with $0 < \alpha < 1$. Observe, however, that the space $H^0$ consists only of constant functions.

The local Lipschitz condition (7.33) was studied in [327] in case $f = f(u)$ (see below). The fact that the global Lipschitz condition (7.35) is much more restrictive is illustrated by Theorem 7.8. This theorem was proved for $H_1 = \text{Lip}$ in [219], for $H_\alpha$ ($0 < \alpha < 1$) in [218] and, independently, in [25], and for $H^0_\alpha$ ($0 < \alpha < 1$) also in [25]; for vector-valued functions see [222], [223].

Theorem 7.8 shows that, roughly speaking, it does not make sense to apply the Banach contraction mapping principle (at least globally) to nonlinear problems involving superposition operators in $H$ölder spaces. Theorem 7.9 which is much less restrictive is proved in [328]; Theorem 7.10 may be found in the paper [25].

6. The necessary and sufficient conditions for differentiability and asymptotic linearity given in Theorems 7.11 and 7.12 are taken from [16]; they are, of course, immediate consequences of the estimate (7.23). The fact that every asymptotically linear superposition operator in $H_\phi$ degenerates (Theorem 7.13) is proved in [48]. The sufficient conditions contained in [245] follow from the general Theorems 7.11 and 7.12. On the other hand, [245] deals also with the vector-valued case, mainly in view of applications to nonlinear elliptic boundary value problems. It is shown in [120] that, in case $f = f(u)$, every $C^1$ function $f$ generates a continuous superposition operator $F$ in $H_\alpha$, and every $C^2$ function $f$ generates a continuously Fréchet differentiable superposition operator $F$ in $H_\alpha$. This shows that one must not drop the boundedness assumption on $F'(x)$ in Theorem 7.13.

In view of applications to nonlinear integral equations of Hammerstein type, Theorem 7.13 is very bad, since linear integral operators may be considered in general only from a Hölder space into itself. Thus, such equations may not be studied in $H_\phi$ by methods which build on smoothness assumptions.

One may consider this problem also from the "reversed" viewpoint; the higher are the smoothness assumptions on the superposition operator between two Hölder spaces $H_\phi$ and $H_\psi$, the more different should be the generating Hölder functions $\phi$ and $\psi$. In the extreme case, namely that of analytic superposition operators, the functions $\phi$ and $\psi$ should be "completely different"; this is the same phenomenon as that discussed in Section 4.5 for Orlicz spaces.

7. As already pointed out, no attention has been given so far to the spaces $J_{\phi,p}$ from the viewpoint of nonlinear superposition operators. Theorem 7.14, which is by no means exhaustive, is proved in [25]. Some application of the space $J_{\phi,p}$ in the theory of singular integral equations may be found in the book [138].
We repeat here our general remark on the underlying domain $\Omega$. As can be seen from the proofs, all statements given in Sections 7.2-7.7 are equally valid for general connected compact subsets of Euclidean space, as far as only sufficient conditions are involved (for acting, boundedness, continuity etc.). On the other hand, the "necessity parts" of our proofs mostly build on the construction of special functions requiring the specific structure of intervals; see e.g. the proofs of Lemma 7.2 and Theorem 7.1. This is the reason why we constricted ourselves to the case $\Omega = [0, 1]$ throughout this chapter.
Chapter 8
The superposition operator in spaces of smooth functions

In this chapter we study the superposition operator in various spaces of functions which are characterized by certain smoothness properties. We begin with a necessary and sufficient acting and continuity condition for $F$ in the space $C^k$ of $k$-times continuously differentiable functions. Surprisingly, without the continuity requirement for $F$ the generating function $f$ need not even be continuous. Afterwards, we show that a (global) Lipschitz condition for $F$ is "never" satisfied, while a (local) Darbo condition holds "always". This is in sharp contrast to the situation in spaces of measurable functions dealt with in Chapters 2-5, and also in the space $C^\infty$.

In the second part we try to develop a parallel theory in the spaces $H_0^k$ of all functions from $C^k$ whose $k$-th derivatives belong to the Hölder space $H_\phi$. In particular, we give a sufficient acting and boundedness condition.

The last part is concerned with the superposition operator in various classes of smooth (i.e. $C^\infty$) functions, including Roumieu spaces, Beurling spaces, Gevrey spaces, and their projective and inductive limits. It turns out that an acting condition for the operator $F$ in such classes, together with suitable additional growth conditions on the derivatives of the function $f$, guarantees not only the boundedness and continuity, but also the compactness of $F$.

8.1 The spaces $C^k$ and $H_0^k$

Let $\Omega$ be a compact domain in Euclidean space $\mathbb{R}^N$ without isolated points. By $C^k = C^k(\Omega)$ we denote the space of all $k$-times continuously differentiable functions $x$ on $\Omega$, equipped with the natural algebraic operations and the norm

$$
\|x\|_k = \sum_{|\alpha| \leq k} \|D^\alpha x\|_C,
$$

(8.1)

where $\|z\|_C$ is the norm defined in (6.1), and $|\alpha| = \alpha_1 + \ldots + \alpha_N$, as usual. Obviously, $C^k$ is a Banach space, and convergence with respect to the norm (8.1) means uniform convergence in all derivatives up to order $k$.

If $\Omega$ is not compact, one may define a locally convex topology on $C^k(\Omega)$ by means of the seminorms

$$
p_K(x) = \sum_{|\alpha| \leq k} \max_{s \in K} |D^\alpha x|,
$$

where $K$ runs over all compact subsets of $\Omega$; this topology is metrizable if $\Omega$ is countably compact, i.e. may be represented as a countable union of compact sets; see the analogous statements for $C(\Omega)$ in Section 6.1.
Let $\Omega$ again be compact, and let $\phi$ be a H"older function (see Section 7.1). By $H^k_\phi = H^k_\phi(\Omega)$ we denote the space of all functions $x \in C^k(\Omega)$ for which the norm

$$
\|x\|_{k,\phi} = \|x\|_k + \sum_{|\alpha|=k} h_\phi(D^\alpha x)
$$

is finite, where $h_\phi(z)$ is defined as in (7.4). Thus, a $k$-times continuously differentiable function $x$ belongs to $H^k_\phi$ if and only $\omega(D^\alpha x, \sigma) = O(\phi(\sigma))$ for $|\alpha| = k$, as $\sigma \to 0$. Likewise, by $H^{k,0}_\phi = H^{k,0}_\phi(\Omega)$ we denote the subspace of all functions $x \in H^k_\phi$ satisfying $\omega(D^\alpha x, \sigma) = o(\phi(\sigma))$ for $|\alpha| = k$, as $\sigma \to 0$ (see (7.7)). The spaces $H^k_\phi$ and $H^{k,0}_\phi$ are sometimes called Schauder spaces in the literature.

In the following two sections, we shall consider the superposition operator in the spaces $C^k$ and $H^k_\phi$ (or $H^{k,0}_\phi$). As in Chapter 7, sufficient conditions may easily be obtained for arbitrary (compact) domains $\Omega$, while proving their necessity requires that $\Omega$ is a more specific set, say $\Omega = [0,1]$. In this case the norms (8.1) and (8.2) may be replaced, of course, by the more tractable (equivalent) norms

$$
\|x\|_k = \sum_{j=0}^{k-1} |x^{(j)}(0)| + \|x^{(k)}\|_C
$$

and

$$
\|x\|_{k,\phi} = \sum_{j=0}^{k} |x^{(j)}(0)| + h_\phi(x^{(k)}),
$$

respectively; compare this with (7.13). We remark that the spaces $C^k$ and $H^k_\phi$ are also algebras; this follows from the elementary formula for the derivative of products. For $x, y \in C^k$ we have, for instance

$$
\|xy\|_k \leq C(y)\|x\|_k,
$$

where the constant $C(y)$ depends on the norms $\|y\|_C, \ldots, \|y^{(k)}\|_C$; likewise, for $x, y \in H^k_\phi$ we have

$$
\|xy\|_{k,\phi} \leq C_\phi(y)\|x\|_{k,\phi},
$$

where the constant $C_\phi(y)$ depends on the norms $\|y\|_\phi, \ldots, \|y^{(k)}\|_\phi$.

As usual, by

$$
C^\infty = C^\infty(\Omega) = \bigcap_{k=1}^{\infty} C^k(\Omega)
$$

we denote the linear space of all infinitely differentiable functions on $\Omega$. The space $C^\infty(\Omega)$ may be equipped, if $\Omega$ is compact, with the seminorms

$$
p_m(x) = \sum_{|\alpha| \leq m} \max_{s \in \Omega} |D^\alpha x(s)|,
$$

or, if $\Omega$ is not compact, with the double family of seminorms

$$
p_{K,m}(x) = \sum_{|\alpha| \leq m} \max_{s \in K} |D^\alpha x(s)|,
$$
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where $K$ runs over all compact subsets of $\Omega$.

8.2 The superposition operator in the space $C^k$

In order to study the superposition operator between two spaces of continuously differentiable functions, we recall some elementary facts about derivatives of composite functions. For reasons similar to those in Chapter 7, we shall assume in this section that $\Omega$ is the unit interval $[0,1]$; all sufficient acting, boundedness, and continuity conditions easily carry over to arbitrary (compact) sets $\Omega \subseteq \mathbb{R}^N$.

To simplify the notation, we shall use the following abbreviations in the sequel. For a multi-index $\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_N) \in \mathbb{N}^{N+1}$ we write

$$|\alpha| = \alpha_0 + \alpha_2 + \ldots + \alpha_N,$$

$$\|\alpha\| = \alpha_0 + 1\alpha_1 + 2\alpha_2 + \ldots + N\alpha_N,$$

$$C^\alpha_k = \frac{k!}{\alpha_0!\alpha_1! \cdots \alpha_N!(1!)^{\alpha_1}(2!)^{\alpha_2} \cdots (k!)^{\alpha_k}}.$$ (8.9)

For instance, in this notation the formula for the derivatives of the composite function $y(s) = f(s,x(s))$ becomes

$$y^{(k)}(s) = \sum_{\|\alpha\| = k} C^\alpha_k D^\alpha_s f(s,x(s))x'(s)^{\alpha_1} \ldots x^{(k)}(s)^{\alpha_k},$$ (8.10)

where $D_s$ and $D_u$ denote the corresponding partial derivatives with respect to $s$ and $u$.

For some purpose it is convenient to write the formula (8.10) in a more explicit form. Given a real function $f$ on $[0,1] \times \mathbb{R}$, we define inductively functions $f_0, f_1, f_2, \ldots, f_k, \ldots$ on $[0,1] \times \mathbb{R}, [0,1] \times \mathbb{R}^2, [0,1] \times \mathbb{R}^3, \ldots, [0,1] \times \mathbb{R}^{k+1}, \ldots$ by

$$f_0(s,u_0) = f(s,u_0),$$

$$f_1(s,u_0,u_1) = D_s f_0(s,u_0) + D_u f_0(s,u_0) u_1,$$

$$f_2(s,u_0,u_1,u_2) = D_s f_1(s,u_0,u_1) + D_{u_0} f_1(s,u_0,u_1) u_1 + D_{u_1} f_1(s,u_0,u_1) u_2,$$

$$\vdots$$ (8.11)

$$f_k(s,u_0,u_1,\ldots,u_k) = D_s f_{k-1}(s,u_0,u_1,\ldots,u_{k-1}) +$$

$$\quad + \sum_{j=0}^{k-1} D_{u_j} f_{k-1}(s,u_0,u_1,\ldots,u_{k-1}) u_{j+1}$$

($s \in [0,1]; \ u_0, u_1, u_k \in \mathbb{R}$).

**Lemma 8.1** If the function $f$ is of class $C^m$ on $[0,1] \times \mathbb{R}$, then $f_k(\cdot,\cdot,u_1,\ldots,u_k)$ is of class $C^{m-k}$ on $[0,1] \times \mathbb{R}$ for each $u_1,\ldots,u_k \in \mathbb{R}$, and $f_k(s,u_0,\cdot,\ldots,\cdot)$ is of class $C^\infty$ on
Finally, whenever $f_1$ is true. Surprisingly enough, the answer is negative. Well known to every first-year calculus student. The question arises whether or not the correspondence superposition operator $F$ corresponds to the definition (8.11).

\[
\Rightarrow \text{The claimed smoothness properties of the functions } f_k \text{ are easily proved by induction. A comparison of (8.11) and (8.12) shows that one has to choose } g_1(s, u_0) = D_s f_0(s, u_0), g_2(s, u_0, u_1) = D_s f_1(s, u_0, u_1) + D_u f_1(s, u_0, u_1) u_1, \ldots, g_k(s, u_0, \ldots, u_k) = D_s f_{k-1}(s, u_0, \ldots, u_{k-1}) + \sum_{j=0}^{k-2} D_u f_{k-1}(s, u_0, \ldots, u_{k-1}) u_{j+1}. \text{ Finally, (8.13) may be obtained by combining the formula (8.10) and the definition (8.11).} \Leftarrow
\]

The chain rule (8.13) implies that, if the function $f$ is of class $C^m$, then the corresponding superposition operator $F$ maps the space $C^m$ into itself; this is, of course, well known to every first-year calculus student. The question arises whether or not the converse is also true. Surprisingly enough, the answer is negative!

Consider, for example, the function

\[
f(s, u) = \begin{cases} 
0 & \text{if } u \leq 0, \\
-2u^3s^{-\frac{3}{2}} + 3u^2s^{-1} & \text{if } 0 < u \leq s^{\frac{1}{2}}, \\
1 & \text{if } s^{\frac{1}{2}} < u.
\end{cases}
\] (8.14)

We show that this function generates a superposition operator $F$ which maps the space $C^1$ into itself. To find this, it suffices to show that, for any $x \in C^1$ with $x(0) = 0$, the function $y = Fx$ is continuously differentiable at $s = 0$. For small $\delta > 0$ we have $x(s) < \sqrt{s}$ for $0 < s < \delta$, hence either $x(s) \leq 0$ (hence $y(s) = 0$) or

\[
\lim_{s \to 0} \frac{y(s)}{s} = \lim_{s \to 0} \frac{-2s^{-\frac{3}{2}}x(s)^3 + 3s^{-1}x(s)^2}{s} = 3x'(0)^2,
\]

which shows that $y$ is differentiable at 0 with $y'(0) = 3x'(0)^2$. A straightforward calculation shows that, for $0 < x(s) < \sqrt{s}$, we have

\[
\lim_{s \to 0} y'(s) = \lim_{s \to 0} (D_s f(s, x(s)) + D_u f(s, x(s)) x'(s)) =
\]

\[
= \lim_{s \to 0} \left( 3s^{-\frac{3}{2}}x(s)^3 - 3s^{-2}x(s)^2 - 6s^{-\frac{3}{2}}x(s)^2 x'(s) + 6s^{-1}x(s)x'(s) \right) =
\]

\[
= 3x'(0)2 = y'(0),
\]

and hence $y'$ is in fact continuous at $s = 0$.

It is obvious, however, that the generating function (8.14) is even discontinuous at $(0, 0)$, and thus $F$ does not act in the space $C^1$. Observe that this counterexample is very similar to the function (7.27) which generates a superposition operator in the Hölder
Theorem 7.3). Here it turns out that the crucial point in the counterexample (8.14) is the variable \( y \). Lemma 8.1. Moreover, if \( |\alpha| \leq 1 \) and \( C \) is continuously differentiable on \([0,1] \times \mathbb{R} \), then

\[
|y'(t)-y'(s)| \leq |y'(t)-y'(s)| + |y'(s)-y'(t)| \leq \varepsilon + \|y_u-y_v\|_1 \leq 2\varepsilon, \quad \text{if } |s-t| \leq \delta \quad \text{and} \quad |u-v| = \|x_u-x_v\|_1 \leq \delta.
\]

This shows that the partial derivative \( g_1 \) exists and is continuous on \([0,1] \times \mathbb{R} \).

To prove the existence and continuity of the partial derivative \( h_1 \) is somewhat harder. Let \( f \) be everywhere differentiable and \( F \) be the generating function, which states that merely the acting condition \( F(C) \subseteq C \) is necessary and sufficient for the continuity of the generating function \( f \). This is due to the remarkable

Theorem 8.1 The superposition operator \( F \) generated by \( f \) maps the space \( \mathcal{C}^1 \) into itself and is continuous if and only if the function \( f \) is continuously differentiable on \([0,1] \times \mathbb{R} \).

\[
\Rightarrow \text{ The } "if" \text{ part is an immediate consequence of the chain rule (8.13) and the definition (8.3) of the norm in the space } \mathcal{C}^1.
\]

To prove the "only if" part, denote by \( x_u \) the function with constant value \( u \) \((u \in \mathbb{R})\). We have \( y_u(s) = Fx_u(s) = f(s,u) \), hence \( y_u'(s) = D_s f(s,u) = g_1(s,u) \) with \( g_1 \) as in Lemma 8.1. Moreover, if \( |g_1(s,u)-g_1(t,v)| = |y_u'(s)-y_v'(t)| \leq |y_u'(s)-y_t'(t)| + |y'_v(t) - y'_t(t)| \leq \varepsilon + \|y_u-y_v\|_1 \leq 2\varepsilon \), if \( |s-t| \leq \delta \) and \( |u-v| = \|x_u-x_v\|_1 \leq \delta \). This shows that the partial derivative \( g_1 \) exists and is continuous on \([0,1] \times \mathbb{R} \).

To prove the existence and continuity of the partial derivative \( h_1 \) is somewhat harder. For \( t \in [0,1] \) and \( v \in \mathbb{R} \), let \( x_{t,v}(s) = v + s - t \). Given \( s_0 \in [0,1], u_0 \in \mathbb{R}, \) and \( h \in \mathbb{R} \), we have

\[
f(s_0, u_0 + h) - f(s_0, u_0) = f(s_0 + h, u_0 + h) - f(s_0 + h, u_0) + f(s_0, u_0 + h) - f(s_0, u_0) =
\]

\[
y_{s_0,u_0}(s_0 + h) - y_{s_0,u_0}(s_0) - \int_{s_0}^{s_0 + h} g_1(t, u_0 + h) \, dt = y_{s_0,u_0}(s_0 + h) - y_{s_0,u_0}(s_0) - g_1(s_0, u_0)h - \int_{s_0}^{s_0 + h} (g_1(t, u_0 + h) - g_1(t, u_0)) \, dt.
\]

Since \( g_1 \) is continuous, as shown above, we conclude that

\[
h_1(s_0, u_0) = \lim_{h \to 0} \frac{1}{h} (f(s_0, u_0 + h) - f(s_0, u_0)) = y_{s_0,u_0}'(s_0) - g_1(s_0, u_0).
\]

Furthermore,

\[
|h_1(s,u) - h_1(t,v)| = |y_{s,u}'(s) - g_1(s,u) - y_{t,v}'(t) + g_1(t,v)| \leq |y_{s,u}'(s) - y_{s,u}'(t)| + |y_{s,u}'(t) - y_{t,v}'(t)| + |g_1(s,u) - g_1(t,v)| \leq \varepsilon + \|y_{s,u} - y_{t,v}\|_1 + \varepsilon \leq 3\varepsilon
\]

for \( |s-t| \leq \delta \) and \( |u-v| \leq \delta \), since \( \|x_{s,u} - x_{t,v}\|_1 = |u-v - s + t| \leq |s-t| + |u-v| \), and \( F \) is continuous on \( \mathcal{C}^1 \), by assumption. This shows that the partial derivative \( h_1 \) exists and is continuous on \([0,1] \times \mathbb{R} \) as well. The proof is complete. \( \Rightarrow \)

Let us make some remarks on Theorem 8.1. First of all, this theorem is in contrast to Theorem 6.3, which states that merely the acting condition \( F(C) \subseteq C \) is necessary and sufficient for the continuity of the generating function \( f \). This is due to the remarkable...
fact that, in case of a compact domain $\Omega$ without isolated points, the acting condition $F(C) \subseteq C$ implies both the continuity and boundedness of $F$ in $C$ (Theorems 6.4 and 6.5). On the other hand, it was shown in Theorem 7.5 that in the autonomous case $f = f(u)$ the acting condition $F(H_0) \subseteq H_0$ implies at least the boundedness of $F$ in $H_0$ (but not its continuity, see (7.29)). Obviously, in the case $f = f(u)$ the acting condition $F(C^1) \subseteq C^1$ implies that $f$ is $C^1$ on $\mathbb{R}$. Moreover, it follows from the definition of the norm (8.1) that, even in the non-autonomous case $f = f(s,u)$, the continuous differentiability of $f$ implies the boundedness of $F$ in $C^1$. We make this more precise in the following:

**Theorem 8.2** Suppose that the partial derivatives

$$g(s, u) = D_s f(s, u), \quad h(s, u) = D_u f(s, u) \quad (8.15)$$

of the function $f$ exist and are continuous. Then the superposition operator $F$ generated by $f$ is bounded in the space $C^1$, and its growth function (2.24) may be estimated by

$$\lambda_f(r) = \nu_f(r) + r \nu_h(r). \quad (8.16)$$

$\Rightarrow$ The proof follows directly from the definition of the norm (8.1) and the fact that the derivative of $y = Fx$ is $y'(s) = g(s, x(s)) + h(s, x(s))x'(s)$, by (8.13). $\Leftarrow$

Observe that the estimate for the growth function $\mu_F(r)$ given in Theorem 8.2 is in some sense parallel to that given in Theorem 7.4 for $H_0$ and Theorem 7.14 for $\Psi_{\phi,p}$.

So far we have dealt essentially with the case when the operator $F$ maps the space $C^1$ into itself. Similar results hold when $f$ maps the space $C^k$ over $[0, 1]$, with norm (8.1) or (8.3), into itself. However, if $F$ maps $C^m$ into the "smaller" space $C^n$ (i.e. $n > m$), a strong degeneration occurs:

**Theorem 8.3** The superposition operator $F$ generated by $f$ maps the space $C^m$ into the space $C^n$ ($m < n$) if and only if $F$ is constant, i.e. the function $f$ does not depend on $u$.

$\Rightarrow$ Suppose that $F$ is not constant, but maps $C^m$ into $C^n$ for $1 \leq m < n$; then there is a point $(s_0, u_0) \in [0, 1] \times \mathbb{R}$ such that $D_u f(s_0, u_0) \neq 0$. Choose a function $x_0 \in C^m$ such that $x_0(s_0) = u_0$ and $x_0^{(m+1)}(s_0)$ does not exist. By assumption, we have that $y_0 = Fx_0 \in C^n$; moreover, we have, with $g_m$ as in Lemma 8.1,

$$x_0^{(m)}(s) = \frac{y_0^{(m)}(s) - g_m(s, x_0(s), \ldots, x_0^{(m-1)}(s))}{D_u f(s, x_0(s))}$$

for $|s - s_0| \leq \delta$. But this means that $x_0^{(m)}$ is differentiable at $s_0$, a contradiction. $\Leftarrow$

Now we turn to the problem of characterizing the (global) Lipschitz condition

$$\|Fx_1 - Fx_2\|_n \leq k\|x_1 - x_2\|_m \quad (x_1, x_2 \in C^m) \quad (8.17)$$

for the superposition operator $F$ in terms of the generating function $f$. By Theorem 8.3, only the case $m \geq n$ is interesting. It turns out that (8.17) leads to the same degeneracy as in the spaces $H_0$ (see Theorem 7.8). Thus, from this point of view there is an essential difference between the spaces $C^k$ and $C$, as a comparison with Theorem 6.6 shows.
Theorem 8.4 Suppose that the superposition operator \( F \) generated by \( f \) maps the space \( C^m \) into the space \( C^n \), where \( m \geq n \). Then \( F \) satisfies the Lipschitz condition (8.17) if and only if the function \( f \) has the form (7.36) for some \( a, b \in \mathbb{C}^n \).

\[ \Rightarrow \] For the proof we use the norm (8.3). First, let \( f \) be of the form (7.36), and let \( x_1, x_2 \in C^m \). By (8.5), we get then \( \|Fx_1 - Fx_2\|_n \leq C(b)\|x_1 - x_2\|_m \), where the constant \( C(b) \) depends on \( \|b\|_{C}, \ldots, \|b^{(n)}\|_{C} \), and hence (8.17) holds.

Conversely, suppose that the operator \( F \) satisfies the Lipschitz condition (8.17). Fix \( \sigma, \tau \in [0, 1] \) (\( \sigma < \tau \)) and \( u_1, u_2 \in \mathbb{R} \), and define two continuous functions \( z_1, z_2 \) by

\[ z_i(s) = \begin{cases} 
0 & \text{if } 0 \leq s \leq \sigma, \\
u_i(\tau - \sigma)^{-2}(s - \sigma) & \text{if } \sigma \leq s \leq \tau, \\
u_i(\tau - \sigma)^{-1} & \text{if } \tau \leq s \leq 1.
\end{cases} \]

Further, define two functions \( x_1, x_2 \) by

\[ x_i(s) = v_i + \frac{1}{(m - 1)!} \int_0^s (s - t)^{m-1}z_i(t) \, dt \]  \hspace{1cm} (8.18)

\((i = 1, 2)\), where \( v_1, v_2 \in \mathbb{R} \) are arbitrary. Obviously, \( x_1, x_2 \in C^m \) and the relations \( x_i(s) = v_i, x_i'(s) = \ldots = x_i^{(m)}(s) = 0 \) (\( 0 \leq s \leq \sigma \)) hold; moreover, \( x_i^{(k)}(\tau) = \gamma_k u_i(\tau - \sigma)^{n-k} \) where we put \( \gamma_k = \frac{1}{(n - k + 1)!} \) for \( k = 1, \ldots, n \). The inequality (8.17) gives for the special functions (8.18)

\[ \sum_{j=0}^{n-1} |f_j(0, v_1, 0, \ldots, 0) - f_j(0, v_2, 0, \ldots, 0)| + \max_{0 \leq s \leq 1} |g_n(s, x_1(s), \ldots, x_1^{(n-1)}(s)) - g_n(s, x_2(s), \ldots, x_2^{(n-1)}(s))| + h_1(s, x_1(s))x_1^{(n)}(s) - h_1(s, x_2(s))x_2^{(n)}(s) | \leq \]

\[ \leq k|v_1 - v_2| + k \frac{|u_1 - u_2|}{\tau - \sigma}, \]

where \( g_n \) and \( h_1 \) are defined as in Lemma 8.1 and Theorem 8.1, respectively. Omitting the first sum and the maximum sign, and putting \( s = \tau \) yields

\[ |g_n(\tau, x_1(\tau), \ldots, x_1^{(n-1)}(\tau)) - g_n(\tau, x_2(\tau), \ldots, x_2^{(n-1)}(\tau))| + \gamma_n(\tau - \sigma)^{m-1+n}(h_1(\tau, x_1(\tau))u_1 - h_1(\tau, x_2(\tau))u_2) | \leq \]

\[ \leq k|v_1 - v_2| + k \frac{|u_1 - u_2|}{\tau - \sigma}. \]

Next, multiplying both sides of this inequality by \( \tau - \sigma \) and putting \( u_1 = u_2 = (\tau - \sigma)^{n-m} \), we get

\[ |(\tau - \sigma)(g_n(\tau, x_1(\tau), \ldots, x_1^{(n-1)}(\tau)) - (g_n(\tau, x_2(\tau), \ldots, x_2^{(n-1)}(\tau))| + \]

\[ + \gamma_n(h_1(\tau, x_1(\tau)) - h_1(\tau, x_2(\tau)) | \leq k(\tau - \sigma)|v_1 - v_2|. \]
By the definition of $\gamma_k$ and the choice of $u_i$, (8.19) implies that

$$\lim_{\tau \to \sigma} x_i^{(k)}(\tau) = \begin{cases} v_i & \text{if } k = 0, \\ 0 & \text{if } k = 1, \ldots, n - 2, \\ \gamma_n & \text{if } k = n - 1, \end{cases}$$

(i = 1, 2). Consequently, letting $\tau$ tend to $\sigma$ in (8.19), we conclude that $h_1(\sigma, v_1) = h_1(\sigma, v_2)$. Since $\sigma \in [0, 1]$ and $v_1, v_2 \in \mathbb{R}$ are arbitrary, this shows that the function $h_1(s, u) = D_u f(s, u)$ is constant with respect to $u$, and thus the representation (7.36) holds.

Now we shall study the (local) Darbo condition

$$\alpha_k(FN) \leq k(\tau) \alpha_k(N) \quad (N \subseteq B_\tau(C^k))$$

(8.20)

for $F$, where $\alpha_k$ denotes the Hausdorff measure of noncompactness (2.32) in the space $C^k$. As a consequence of the two-sided estimate (6.14), one may show that

$$\frac{1}{2} \alpha_k(N) \leq \tilde{\alpha}_k(N) \leq 2 \alpha_k(N),$$

(8.21)

where

$$\tilde{\alpha}_k(N) = \limsup_{\sigma \to 0} \sup_{x \in N} \omega(x^{(k)}, \sigma)$$

(8.22)

with $\omega(z, \sigma)$ denoting the modulus of continuity (7.5). The fact that only the highest derivative $x^{(k)}$ appears in (8.22) is explained by the formula (8.3) for the norm in the space $C^k$ over $[0, 1]$; in fact, if $N$ is a bounded subset of $C^k$, then all points $(x(0), x'(0), \ldots, x^{(k-1)}(0))$ with $x \in N$ form a precompact subset of $\mathbb{R}^k$.

By means of the estimate (8.21) we show now that, whenever $F$ acts in the space $C^k$, then $F$ always satisfies the Darbo condition (8.20). This is of course in sharp contrast to, say, Theorems 2.13, 3.11, 4.10, and 6.6.

**Theorem 8.5** Suppose that the superposition operator $F$ maps the space $C^k$ into itself and is continuous. Then the Darbo condition (8.20) holds.

$\Rightarrow$ In order to estimate the measure of noncompactness $\alpha_k(N)$ of a bounded set $N \subseteq C^k$, we use formula (8.22). Given $N \subseteq B_\tau(C^k)$ and $x \in N$, for $y = Fx$ we have, by (8.13),

$$y^{(k)}(s) - y^{(k)}(t) = f_k(s, x(s), \ldots, x^{(k)}(s)) - f_k(t, x(t), \ldots, x^{(k)}(t)) =
= g_k(s, x(s), \ldots, x^{(k-1)}(s)) - g_k(t, x(t), \ldots, x^{(k-1)}(t)) +
+ h_1(s, x_1(s))x^{(k)}(s) - h_1(t, x_1(t))x^{(k)}(t),$$

where $g_k$ is defined as in Lemma 8.1 and $h_1$ as in Theorem 8.1. Now, the proof of Lemma 8.1 shows that $g_k$ contains only partial derivatives of $f_{k-1}$, multiplied by derivatives of $x$ up to order $k - 1$; the corresponding superposition operator therefore maps $B_\tau(C^k)$ into precompact subsets of $C^m$. In addition, for the remainder term we have $|h_1(s, x_1(s))x^{(k)}(s) - h_1(t, x_1(t))x^{(k)}(t)| \leq |h_1(s, x(s))| |x^{(k)}(s) - x^{(k)}(t)| + |x^{(k)}(t)| |h_1(s, x(s)) - h_1(t, x(t))|$. Since
\(|x^{(k)}(t)|\) is bounded (by \(r\)) and \(|h_1(s, x(s)) - h_1(t, x(t))|\) tends to zero (uniformly in \(x \in N\)) as \(|s - t| \to 0\), we get (8.20) with

\[ k(r) = \max_{s \in \Omega, |u| \leq r} |h_1(s, u)|, \]

as claimed. ⇐

Observe that the "Darbo constant" \(k(r) = \nu h_1(r)\) (see (7.26) and (8.16)) in (8.20) depends only on the derivative of \(f\) with respect to \(u\).

### 8.3 The superposition operator in the space \(H^k_\phi\)

The purpose of this section is to develop some results on the superposition operator in the Hölder space \(H^k_\phi\) which are parallel to those in \(C^k\) given in Section 8.2. As before, we restrict ourselves to functions over the interval \(\Omega = [0, 1]\). Unfortunately, an acting condition for \(F\) in the space \(H^k_\phi\) say, which is both necessary and sufficient is not known. However, an elementary sufficient condition is contained in the following:

**Theorem 8.6** Suppose that the partial derivatives (8.15) exist, and the superposition operators \(G\) and \(H\) generated by \(g\) and \(h\), respectively, map the space \(H^1_\phi\) into the space \(H_\phi\) and are bounded and continuous. Then the superposition operator \(F\) generated by \(f\) maps the space \(H^1_\phi\) into itself and is bounded and continuous. Moreover, its growth function \((2.24)\) may be estimated by \(\mu F(r) \leq \max \{ \nu F(r), \lambda F(r) \} \) \((r > 0)\), where \(\nu F\) is given by (7.26) and

\[ \lambda F(r) = \nu F(r) + r \nu F(r) + \mu G(r) + 6r \mu H(r). \]

\(\Rightarrow\) The boundedness and continuity of \(F\) follows from the definition of the norm (8.4) in the space \(H^1_\phi\). To prove the estimate for \(\mu F(r)\) we observe that \(||x||_1_\phi \leq r\) implies that \(|x(0)| \leq r, |x'(0)| \leq r,\) and \(|x'(s) - x'(t)| \leq r \phi(|s - t|)\), hence \(|x'(s)| \leq 2r, |x(s) - x(t)| \leq 2r|s - t|,\) and \(|x(s)| \leq 3r\). Putting these estimates together and taking into account the chain rule (8.13) proves the assertion. ⇐

Let us now discuss the (global) Lipschitz condition

\[ ||F x_1 - F x_2||_{1_\phi} \leq k ||x_1 - x_2||_{1_\phi} \quad (x_1, x_2 \in H^1_\phi) \quad (8.23) \]

in the space \(H^1_\phi\). The following is completely analogous to Theorems 7.8 and 8.4:

**Theorem 8.7** Suppose that the superposition operator \(F\) generated by \(f\) maps the space \(H^1_\phi\) into itself. Then \(F\) satisfies the Lipschitz condition (8.23) if and only if the function \(f\) has the form (7.36) for some \(a, b \in H^1_\phi\).

\(\Rightarrow\) For the proof we use the norm (8.4). If the function \(f\) is of the form (7.36), the condition (8.23) follows again from (8.6) with \(k = C_\phi(b)\).

Conversely, suppose that the operator \(F\) satisfies the Lipschitz condition (8.23). Fix \(\sigma, \tau \in [0, 1] (\sigma < \tau)\) and \(0 < u_i < v_i < \infty \) \((i = 1, 2)\), and define two functions \(x_1, x_2 \in H^1_\phi\) by

\[ x_i(s) = \begin{cases} 
  u_i s & \text{if } 0 \leq s \leq \sigma, \\
  u_i s + \frac{1}{2} (v_i - u_i)(s - \sigma)^2 & \text{if } \sigma \leq s \leq \tau, \\
  u_i s + \frac{1}{2} (u_i - v_i)(\sigma + \tau) & \text{if } \tau \leq s \leq 1.
\end{cases} \]
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It is easy to see that \( \|x_1 - x_2\|_{1,\phi} = |u_1 - u_2| + \left| \frac{v_1 - v_2 - u_1 + u_2}{\phi(\tau - \sigma)} \right| \). Writing \( \varphi(s, u, v) = g(s, u) + h(s, u)v \) with \( g \) and \( h \) as in (8.15), we get by assumption that
\[
\left| \varphi(\sigma, u_1, v_1) - \varphi(\sigma, u_2, v_2) - \varphi(\tau, v_1, v_1) + \varphi(\tau, v_2, v_2) \right| \leq \frac{k(\tau - \sigma)}{\phi(\tau - \sigma)} |u_1 - u_2| + k(\tau - \sigma) \left| v_1 - v_2 - u_1 + u_2 \right|.
\]
Putting \( u_1 = \xi, \ u_2 = 0, \ v_1 = \xi + \eta, \ v_2 = \eta, \) multiplying both sides by \( \phi(\tau - \sigma) \) and letting \( \tau \) tend to \( \sigma \) yields
\[
\left| \varphi(\sigma, \xi, \xi) - \varphi(\sigma, 0, 0) - \varphi(\sigma, \xi + \eta, \xi + \eta) + \varphi(\sigma, \eta, \eta) \right| = 0.
\]
This means that, for fixed \( \sigma \), the function \( \ell_\sigma(t) = \varphi(\sigma, t + \frac{t}{\sigma}) - \varphi(\sigma, 0, 0) \) is additive, hence \( s g(s, u) + u h(s, u) = \alpha(s) + \beta(s) u \). But the only solutions of the linear differential equation
\[
\frac{\partial z}{\partial s} + \frac{\partial z}{\partial u} = \alpha(s) + \beta(s) u
\]
are of the form \( z = f(s, u) = a(s) + b(s) u \), by Euler’s theorem on homogeneous functions (of degree 0).

We remark that an analogous result holds if \( F \) satisfies the Lipschitz condition (8.23) in the little Hölder space \( H_{\phi}^{1,0} \) (see Section 8.1); here the functions \( a \) and \( b \) in (7.36) belong, of course, to \( H_{\phi}^{1,0} \).

The little Hölder space \( H_{\phi}^{k,0} \) has again the advantage that precompact sets are easily described. We drop the proof of the following lemma, because it is literally the same as that of Lemma 7.3.

**Lemma 8.2** The Hausdorff measure of noncompactness (2.32) in the space \( H_{\phi}^{k,0} \) is given by the formula
\[
\alpha_{k,\phi}(N) = \lim_{\sigma \to 0} \sup_{x \in N} \frac{\omega(x^{(k)}, \sigma)}{\phi(\sigma)}.
\]

By means of the formula (8.24) for the Hausdorff measure of noncompactness in the space \( H_{\phi}^{k,0} \) one can prove the following result which is completely analogous to Theorem 8.5:

**Theorem 8.8** Suppose that the superposition operator \( F \) maps the space \( H_{\phi}^{k,0} \) into itself and is continuous. Then the Darbo condition
\[
\alpha_{k,\phi}(FN) \leq k(r) \alpha_{k,\phi}(N) \quad (N \subseteq B_r(H_{\phi}^{k,0}))
\]
holds.

---

8.4 The superposition operator in the space \( R_{\mu}(L) \)
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It follows from the formula (8.10) for the derivatives of a composite function \( y(s) = f(s, x(s)) \) that, if \( f \) is a smooth (i.e. \( C^\infty \)) function on \([0, 1] \times \mathbb{R}\), then the superposition operator \( F \) generated by \( f \) maps the space \( C^\infty = C([0, 1]) \) of all smooth functions on \([0, 1]\) into itself. It is also known that the composition of two analytic functions is again analytic. The question arises if the same is true for certain intermediate classes between smooth and analytic functions. For instance, the answer is positive for the class of so-called quasi-analytic functions; recall that a smooth function \( x \) is called quasi-analytic if the fact that \( x \) vanishes on some interval implies that \( x \) vanishes everywhere.

This problem amounts to studying the superposition operator \( F \) generated by \( f \) between spaces of smooth functions. As in the first part of this chapter, we confine ourselves again to functions over the interval \( \Omega = [0, 1], \) although most (sufficient) conditions may be formulated for general (compact) \( \Omega. \) Thus, \( D^l_s D^m_u f(s, u) \) will denote throughout the partial derivative \( \frac{\partial^{l+m}}{\partial^l s \partial^m u} f(s, u). \)

Let \( \mu = (M_0, M_1, M_2, \ldots) \) be an increasing sequence of positive numbers \( (M_0 = 1) \), and let \( L > 0 \). By \( R_\mu(L) \) we denote the set of all smooth functions \( x \) on \([0, 1]\) such that \( \| x^{(k)} \| \leq CL^k M_k \) for some \( C > 0 \), where \( \|z\| \) denotes throughout this section the norm (6.1) of the space \( C = C([0, 1]) \). Equipped with the norm

\[
\|x\|_{\mu, L} = \sup_{k \geq 0} \frac{\|x^{(k)}\|}{L^k M_k},
\]

the set \( R_\mu(L) \) becomes a Banach space, sometimes called the Roumieu space generated by the sequence \( \mu \). It is not hard to see that the imbedding \( R_\mu(L) \subseteq R_\mu(L') \) is bounded for \( L \leq L' \), and compact for \( L < L' \).

Some examples are in order. A particularly important example is

\[
M_n = (n!)^p \quad (0 < p < \infty),
\]

which leads to the so-called Gevrey spaces \( G^p = G^p(L) \). For \( 0 < p < 1 \), the class \( G^p \) consists of entire analytic functions on \([0, 1]\) of order at most \((1-p)^{-1}\). For \( p = 1 \), \( G^1 \) is just the set of all analytic functions on \([0, 1]\), while \( G^p \) contains also nonanalytic functions in case \( p > 1 \).

Another interesting example is

\[
M_n = H^n \quad (1 < p < \infty).
\]

where \( H > 1 \) is some fixed number. We shall return to the examples (8.26) and (8.27) later.

We are now going to study acting conditions for the superposition operator in the spaces \( R_\mu(L) \). For \( n = 0, 1, \ldots \) and \( u > 0, v > 0, \tau > 0 \), consider the sequence

\[
\psi_n(u, v, \tau) = \sum_{||\alpha|| = n} C^\alpha_n M_{|\alpha|} M_n^{-1} M^1 \cdots M^u \cdots M^v \cdots M^a u^{|\alpha|-|\alpha|} v^{-|\alpha|-|\alpha|+|\alpha|},
\]

(see (8.9)), and denote by \( W_\mu \) the set of all \((u, v, \tau)\) for which the sequence (8.28) is bounded, i.e.

\[
\psi(u, v, \tau) = \sup_{n=0,1,2,\ldots} \psi_n(u, v, \tau) < \infty.
\]
The problem arises to characterize those sequences \( \mu = (M_0, M_1, \ldots) \) for which the set \( W_\mu \) is nonempty. Two classes of such sequences will be given in the following:

**Lemma 8.3** Suppose that the sequence \( \mu = (M_0, M_1, \ldots) \) satisfies the estimate

\[
C^i_{i+j}M_iM_j \leq (i+j)M_{i+j-1} \quad (i, j = 1, 2, \ldots). \tag{8.30}
\]

Then the set \( Q_0 = \{(u, v, \tau) : u, v, \tau > 0, u\tau + v + \tau \leq 1\} \) contained in \( W_\mu \). Similarly, suppose that \( \mu \) satisfies the estimate

\[
C^i_{i+j}M_iM_j \leq (i+j)H^{i+j-1}M_{i+j-1} \quad (i, j = 1, 2, \ldots) \tag{8.31}
\]

for some \( H > 1 \). Then the set \( Q_H = \{(u, v, \tau) : u, v, \tau > 0, (u\tau + v + \tau)H \leq 1\} \) is contained in \( W_\mu \).

C \implies \text{Given } i_1, i_2, \ldots, i_k \in \mathbb{N}, \text{ by a repeated application of (8.30) we obtain}

\[
M_{i_1}M_{i_2} \ldots M_{i_k} \leq \frac{i_1! \ldots i_k!}{(i_1 + i_2 + \ldots + i_k - k + 1)!}M_{i_1 + i_2 + \ldots + i_k - k + 1}; \tag{8.32}
\]

hence \( M_{[\alpha]}M_{\alpha^1} \ldots M_{\alpha^n} \leq (n!)^{-1}M_n|\alpha|(|1|)^{\alpha_1} \ldots (n!)^{\alpha_n} \).

By the well known combinatorial identity

\[
\sum_{|\beta|=k,||\beta||=n} \frac{k!}{\beta_1! \ldots \beta_n!} = C_n^{k-1}
\]

and (8.32) we get for \( \beta_1 = \alpha_0 + \alpha_1, \beta_2 = \alpha_2, \ldots, \beta_n = \alpha_n \)

\[
\psi_n(u, v, \tau) \leq \sum_{|\alpha|=n} \frac{|\alpha|!}{\alpha_0 \alpha_1! \ldots \alpha_n!} u^{\alpha_0} v^{|\alpha|-\alpha_0} \tau^{||\alpha|-\alpha_0|} = \sum_{|\alpha|=n} \frac{\beta_1! \ldots \beta_n!}{\beta_1! \ldots \beta_n!} \tau^n = \sum_{|\beta|=n} C^{n-1}_{n-1} \left(u + \frac{v}{\tau}\right)^{|\beta|} \tau^n \leq (u\tau + v + \tau)^n,
\]

which implies that \( Q_0 \subseteq W_\mu \).

The inclusion \( Q_H \subseteq W_\mu \) is a consequence of the inclusion \( Q_0 \subseteq W_\mu \).

We remark that the sequence (8.26) satisfies the estimate (8.30) for \( p \geq 1 \), and the sequence (8.27) satisfies the estimate (8.31). Moreover, the sequence (8.26) satisfies (8.31) for \( 0 < p < 1 \), provided we take \( H \geq 2^{1-p} \).

We shall now assume that \( f \) is a smooth function satisfying

\[
|D^i_jD^j_uf(s,u)| \leq \gamma A^i B^j M_{i+j} \tag{8.33}
\]
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for \( i, j = 0, 1, \ldots, \) \( 0 \leq s \leq 1, \) and \( |u| \leq r, \) where the constants \( A, B \) and \( \gamma \) depend, in general, on \( r > 0. \)

**Theorem 8.9** Suppose that the sequence \( \mu \) is such that \( \left( \frac{A}{L}, Br\tau, \tau \right) \in W_\mu \) for some fixed constants \( A, B, r, \tau, L > 0. \) Assume that the function \( f \) satisfies (8.33), and let \( \rho = \gamma \psi \left( \frac{A}{L}, Br\tau, \tau \right) \) with \( \psi \) as in (8.29). Then the superposition operator \( F \) generated by \( f \) maps the ball \( B_r(R_\mu(L)) \) into the ball \( B_\rho \left( R_\mu \left( \frac{L}{\tau} \right) \right) \).

\( \Rightarrow \text{ From the formula (8.10) for the derivatives of } y = Fx \text{ we conclude that, for } 0 \leq s \leq 1 \text{ and } |x(s)| \leq r, \)

\[
|y^{(n)}(s)| \leq \sum_{\|\alpha\|=n} C_n^\alpha \gamma A^{\alpha_0} B^{\alpha_1 + \ldots + \alpha_n} M_{|\alpha|}(rLM_1)^{\alpha_1} \ldots (rLM_n)^{\alpha_n} \leq \\
\leq \sum_{\|\alpha\|=n} C_n^\alpha \gamma A^{\alpha_0} B^{\alpha_1 - \alpha_0} r^{\alpha_1 - \alpha_0} L^{n - \alpha_0} M_{|\alpha|} M_1^{\alpha_1} \ldots M_n^{\alpha_n} \leq \\
\leq \gamma \sum_{\|\alpha\|=n} C_n^\alpha \left( \frac{A}{L} \right)^{\alpha_0} (Br\tau)^{\alpha_1 - \alpha_0} \tau^{n - \alpha_0} M_{|\alpha|} M_1^{\alpha_1} \ldots M_n^{\alpha_n} \left( \frac{L}{\tau} \right)^n \leq \\
\leq \gamma \psi_n \left( \frac{A}{L}, Br\tau, \tau \right) \left( \frac{L}{\tau} \right)^n M_n = \rho L^n \tau^{-n} M_n. 
\]

The statement follows from the definition of the norm (8.25). \( \Leftarrow \)

The crucial point in Theorem 8.9 is, of course, to find elements in \( W_\mu, \) this can be done by means of Lemma 8.3. For instance, combining Theorem 8.9 and Lemma 8.3 gives the following result: if \( \mu \) satisfies (8.31) and \( f \) satisfies (8.33), then the operator \( f \) maps the ball \( B_r(R_\mu(L)) \) into the ball \( B_\rho(R_\mu(KL)), \) where \( K = H \left( Br + \frac{A}{L} \right) \) and \( \rho = \gamma \psi \left( \frac{A}{L}, Br, \frac{1}{K} \right). \)

As the preceding theorem shows, sufficient conditions for the operator \( F \) to act between two spaces \( R_\mu(L_1) \) and \( R_\mu(L_2) \) may be obtained by combining a boundedness condition (like (8.29)) on the sequence \( \mu \) with a growth condition (like (8.33)) on the function \( f. \) Now we shall prove a certain converse of this. First of all, we need a technical auxiliary result.

**Lemma 8.4** Let \( f \) be a smooth function on \([0,1] \times \mathbb{R}, \) and suppose that the superposition operator \( F \) generated by \( f \) maps the set of all linear functions

\[
x_{k,n}(s) = \frac{k+1}{n+1}(s-s_0) + u_0 \quad (k = 0, 1, \ldots, n) \quad (8.34)
\]

\((s_0 \in [0,1], u_0 \in \mathbb{R} \text{ fixed with } |u_0| < r)) \text{ into the ball } B_s(R_\mu(L)). \text{ Then } f \text{ satisfies (8.33) for } i, j = 0, 1, \ldots, \ 0 < s < 1, \text{ and } |u| \leq r, \text{ where } A = B = 2eL. \)

\( \Rightarrow \text{ By hypothesis, } \|y_{k,n}\|_{\mu,L} \leq \gamma; \text{ by (8.10) we have } \)

\[
y^{(n)}_{k,n}(s_0) = \sum_{\|\alpha\|=n} C_n^\alpha D_s^\alpha D_u^{\alpha_1 - \alpha_0} f(s_0, u_0) x_{k,n}(s_0)^\alpha_1 = 
\]
\[
= \sum_{i=0}^{n} C_n^i D_n^{n-i} D_s^i f(s_0, u_0) \left( \frac{k + 1}{n + 1} \right)^i \quad (k = 0, 1, \ldots, n).
\]

This system of linear equations for \( D_s^n f(s_0, u-) \), \( D_s^{n-1} D_s^i f(s_0, u_0) \), \ldots, \( D_s^0 f(s_0, u_0) \) has a unique solution for each right-hand side, since the determinant of its coefficients is

\[
\Delta_n = C_n^0 C_n^1 \cdots C_n^n \Delta_n,
\]

where

\[
\Delta_n = \det \left( \begin{array}{ccc} 1 & \theta_1 & \ldots & \theta_n \\
1 & \theta_2 & \ldots & \theta_n \\
\vdots & \vdots & \ddots & \vdots \\
1 & \theta_n & \ldots & \theta_n \\
\end{array} \right)
\]

is a Vandermonde determinant. Thus, \( D_s^n D_s^i f(s_0, u_0) = \Delta_n^{-1} \Delta_n, \) where \( \Delta_n = C_n^0 C_n^1 \cdots C_n^{n-1} C_n^i \cdots C_n^n \Delta_n, \) with

\[
\Delta_n = \det \left( \begin{array}{cccc} 1 & \theta_1 & \ldots & \theta_1^{i-1} & y_0^{(n)}(s_0) \\
1 & \theta_2 & \ldots & \theta_2^{i-1} & y_1^{(n)}(s_0) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \theta_n & \ldots & \theta_n^{i-1} & y_n^{(n)}(s_0) \\
\end{array} \right)
\]

By evaluating this determinant with the usual product rule, a straightforward but cumbersome calculation leads to the estimate

\[
|D_s^{n-i} D_s^i f(s_0, u_0)| \leq \sum_{k=0}^{n} C_n^k \frac{(n + 1)^{i+1}}{(i + 1)!} \gamma L^n M_n = \\
\frac{(n + 1)^{i+1}}{(i + 1)!} \gamma (2L)^n M_n \leq \frac{(n + 1)^{n+1}}{(n + 1)!} \gamma (2L)^n M_n \leq \\
\leq \frac{(n + 1)^{n+1} e^{n+1}}{(n + 1)^{n+1} \sqrt{2\pi(n + 1)}} \gamma (2L)^n M_n \leq \gamma (2eL)^n M_n,
\]

where we used the fact that \( \| y_{k,n}^{(n)} \| \leq L^n M_n \| y_{k,n} \| \) \( \mu, L \leq L^n M_n \gamma. \) This proves the assertion. \( \Leftarrow \)

Observe that Theorem 8.9 gives only a sufficient acting condition for the superposition operator, while Lemma 8.4 gives a necessary acting condition on a very restrictive subclass of \( R_\mu(L). \) To combine these results to both necessary and sufficient acting conditions it turns out to be useful to pass from the space \( R_\mu(L) \) to certain “limiting” spaces \( R_\mu(0) \) and \( R_\mu(\infty). \) In this connection, one may even prove boundedness, continuity, and compactness results for \( F, \) this will be carried out in the next section. Before doing so, however, we still show that the usual degeneration of Lipschitz continuous superposition operators occurs also in the space \( R_\mu(L): \)
Theorem 8.10 Suppose that the superposition operator $F$ generated by $f$ maps the space $R_\mu(L)$ into itself. Then $F$ satisfies the Lipschitz condition
\[ \|Fx_1 - Fx_2\|_{\mu,L} \leq k\|x_1 - x_2\|_{\mu,L} \quad (x_1, x_2 \in R_\mu(L)) \] (8.35)
if and only if the function $f$ has the form (7.29) for some $a, b \in R_\mu(L)$.

It is again easy to see that an affine function (7.29) generates a Lipschitz continuous superposition operator in the space $R_\mu(L)$. Conversely, if $F$ satisfies (8.35), for the linear functions $x_1(s) = \tau_1 s$ and $x_2(s) = \tau_2 s$ ($\tau_1, \tau_2 \in \mathbb{R}$) we have $\|x_1 - x_2\|_{\mu,L} = \gamma|\tau_1 - \tau_2|$ with $\gamma = \max \left\{1, \frac{1}{LM_1}\right\}$. Taking into account only the second derivative of $y_i = Fx_i$ ($i = 1, 2$) in the left-hand side of (8.35), we get
\[
|D_{ss}(s, \tau_1 s) + 2D_{su}(s, \tau_1 s)\tau_1 + D_{uu}(s, \tau_1 s)\tau_1^2 - \\
-D_{ss}(s, \tau_2 s) + 2D_{su}(s, \tau_2 s)\tau_2 + D_{uu}(s, \tau_2 s)\tau_2^2| \leq \\
\leq L^2M_2k\gamma|\tau_1 - \tau_2|,
\]
where $D_{ss}f$, $D_{su}f$, and $D_{uu}f$ are the corresponding second derivatives of $f$. Putting $u_i = \tau_i s$ ($i = 1, 2$), multiplying by $s^2$ and letting $s$ tend to 0 yields $|D_{uu}f(s, u_1)u_1^2 - D_{uu}f(s, u_2)u_2^2| = 0$; from this the assertion follows easily. £

8.5 The superposition operator in Roumieu classes

Let $R_\mu(L)$ be the Banach space defined in the previous section (see (8.25)). The set
\[ R_\mu(0) = \bigcap_{0 < L < \infty} R_\mu(L), \] (8.36)
equipped with the topology of the projective limit, is called the projective Roumieu class generated by $\mu$; likewise, the set
\[ R_\mu(\infty) = \bigcup_{0 < L < \infty} R_\mu(L), \] (8.37)
equipped with the topology of the inductive limit, is called the inductive Roumieu class generated by $\mu$. The sets $R_\mu(0)$ and $R_\mu(\infty)$ are not normed spaces, but locally convex Fréchet spaces; moreover, $R_\mu(\infty)$ is a Montel space, i.e. every bounded set in $R_\mu(\infty)$ is precompact.

The following two theorems show that the behaviour of the superposition operator in the classes $R_\mu(0)$ and $R_\mu(\infty)$ is much nicer than in other spaces of differentiable functions.

Theorem 8.11 Let $W_\mu \neq \emptyset$. The superposition operator $F$ generated by $f$ acts in the inductive Roumieu class $R_\mu(\infty)$ and is bounded if and only if (8.33) holds for some $A > 0$, $B > O$, and $\gamma > O$. Moreover, in this case $F$ is always continuous and compact.

Let first $x \in R_\mu(\infty)$; by definition (8.37), we then have $\|x\|_{\mu,L} = r < \infty$ for some $L > 0$. Applying (8.33) yields $|D_i^jD_u^j f(s, x(s))| \leq \gamma A^i B^j M_{i+j}$ for some $\gamma > 0$. By
We may choose \((u, v, \tau) \in W_\mu\); for \(L' \geq \max \left\{ L, \frac{A}{u} \right\}\) and \(\tau' \leq \min \left\{ \tau, \frac{v}{B} \right\}\) we get then, by Theorem 8.9, that \(\|F_x\|_{\mu, \frac{\gamma}{\mu}} \leq \rho\) with \(\rho = \gamma \psi(u, v, \tau)\) which shows that \(F\) maps \(R_\mu(\infty)\) into itself. Now, if \(Q \subseteq R_\mu(\infty)\) is bounded, then \(Q \subseteq R_\mu(L)\) for some \(L > 0\), since \(R_\mu(\infty)\) is a regular inductive limit. By what has been proved, the set \(F(Q)\) is then bounded in \(R_\mu(L')\) for some \(L' \geq L\), and hence also in \(R_\mu(\infty)\).

Conversely, suppose that \(F\) acts in \(R_\mu(\infty)\) and is bounded. Since the set \(Q\) of all affine functions \(x(s) = \alpha(s - s_0) + u_0\) \((0 < \alpha < 1, s_0 \in [0, 1], |u_0| \leq r)\) contains all functions (8.34) and is bounded in each space \(R_\mu(L)\), we get (8.33) by Lemma 8.4.

We show now that \(F\) is continuous and compact. Again by the regularity of the inductive limit \(R_\mu(\infty)\), continuity is equivalent to sequential continuity; moreover, it suffices to prove the continuity of \(F\) at 0, under the hypothesis that \(f(s, 0) \equiv 0\) (otherwise one may pass from the function \(f\) to the function \(f(s, u) - f(s, 0)\)). Now, if \(x_n\) is a sequence in \(R_\mu(\infty)\) converging to zero, by the regularity of \(R_\mu(\infty)\) and the boundedness of \((x_n)\) we have \(x_n \in R_\mu(L)\) for some \(L > 0\). By what has been proved before, the set \(F_xn\) is bounded in \(R_\mu(L')\) for some \(L' > L\). Moreover, \((Fx_n)\) is precompact in \(R_\mu(L')\) for \(L'' > L'\), and hence has an accumulation point \(y_\ast\). Since the function \(f\) is continuous on \([0, 1] \times \mathbb{R}\), the operator \(F\) is continuous in the space \(C\) (see Theorem 6.5), and hence \(Fx_n\) converges to \(0\) in \(C\). But this implies that \(y_\ast = 0\), and therefore \(F\) is continuous at 0, considered as an operator in \(R_\mu(\infty)\).

The compactness of \(F\) follows from the fact that the bounded sets and precompact sets in \(R_\mu(\infty)\) coincide.

Similarly, for the class \(R_\mu(0)\) we get the following:

**Theorem 8.12** Let \(W_\mu \neq \emptyset\). The superposition operator \(F\) generated by \(f\) acts in the projective Roumieu class \(R_\mu(0)\) and is bounded if and only if, for each \(A > 0\) and \(B > 0\), (8.33) holds for some \(\gamma > 0\). Moreover, in this case \(F\) is always continuous and compact.

=> Since the parameter \(\tau'\) in the proof of Theorem 8.11 does not depend on \(L'\), the operator \(F\) actually maps the space \(R_\mu(0)\) into itself. Moreover, since any bounded set in \(R_\mu(0)\) is trivially bounded in \(R_\mu(L)\) for each \(L > 0\), the hypothesis on (8.33) implies that \(F\) is also bounded in \(R_\mu(0)\). This proves the "if" part of Theorem 8.12. To prove the "only if" part, we remark that the set \(Q\) mentioned in the proof of Theorem 8.11 is course bounded in \(R_\mu(0)\), and thus it suffices to repeat the reasoning of the "only if" part of Theorem 8.11. The rest of the proof proceeds along the lines of that of Theorem 8.11.

8.6 Notes, remarks and references

1. All material presented about the spaces \(C^k\) and \(H^k_\mu\) may be found in standard textbooks on functional analysis, differential equations, or integral equations. A concise recent reference is Section 2.3 of [64]. The structure of the underlying set \(\Omega\) (an interval, a compact set in \(\mathbb{R}^N\), a countably compact set, etc.) determines the topology of the spaces considered in this section, but is not really essential for proving the basic properties of the superposition operator \(F\) by means of sufficient conditions on \(f\). On the other hand,
as in Chapter 7, necessary conditions require the more specific structure of the interval \( \Omega = [0, 1] \).

2. The formula (8.10) for the derivatives of a composite function may be found in many papers and books; see e.g. [114], [180], [274] or [286]. The elementary Lemma 8.1 is taken from [220]. The counterexample after Lemma 8.1 is due to J. Matkowski [221]; see also [189]. The proof of Theorem 8.1 is implicitly contained in [53], but our proof [70] has the advantage of carrying over to the space \( C^k \).

We remark that the paper [189] is also concerned with the following representation problem. An operator \( F \) in the space \( C \) (over \( \Omega = [0, 1] \)) is called locally determined if, whenever two functions \( x_1 \) and \( x_2 \) coincide on a subinterval \( J \) of \([0, 1]\), then the functions \( Fx_1 \) and \( Fx_2 \) also coincide on \( J \); this is of course analogous to the property (c) stated in Lemma 1.1 for operators in the space \( S \). It is proved in [189] that every locally determined operator \( F \) from \( C^m \) into \( C \) has the form \( Fx(s) = f(s,x(s),x'(s),\ldots,x^{(m)}(s)) \) for some (unique) function \( f \) on \([0,1] \times \mathbb{R}^{m+1} \), and every locally determined operator \( F \) from \( C^n \) into \( C^1 \) has the form \( Fx(s) = f(s,x(s),x'(s),\ldots,x^{(n-1)}(s)) \) for some (unique) function \( f \) on \([0,1] \times \mathbb{R}^n \). In particular, this holds for \( m = 0 \) and \( n = 1 \), i.e. for superposition operators in the spaces \( C \) and \( C^1 \).

Theorem 8.3 is contained in [220] and shows that there are no nontrivial superposition operators which increase the degree of smoothness. The degeneracy of Lipschitz continuous superposition operators in \( C^k \) is also proved in [220]; the proof is of course similar to that of the corresponding result in Hölder spaces (Theorem 7.8). The estimate (8.21) for the Hausdorff measure of noncompactness in \( C^k \) is a simple consequence of the corresponding estimate (6.14) in the space \( C \). Theorem 8.5 is completely elementary and contained in [24].

3. Very little attention has been given to the superposition operator in the "higher-order" Hölder spaces \( H^k_\alpha \) or \( H^{k,0}_\alpha \). Some elementary sufficient conditions are contained in [245], [352], and [356]. The sufficient condition given in Theorem 8.6 is, of course, straightforward. We remark that similar sufficient conditions for the differential operator \( \Phi x(s) = \phi((s,x(s),x'(s))) \) between \( H^1_\alpha \) and \( H^0_\alpha \) are given in [329].

Theorem 8.7 is of course analogous to Theorems 7.8 and 8.4; see also [24]. The proofs of Lemma 8.2 and Theorem 8.7 can also be found in [24].

A rather detailed description of the continuity and smoothness properties of superposition operators in the Schauder spaces \( H^k_\alpha(\Omega) \) (i.e. \( H^k_\alpha(\Omega) \) in case \( \phi(t) = t^\alpha \), \( 0 < \alpha < 1 \)) may be found in Chapter 2 of [356]. For instance, it is shown there that, if \( f \) is of class \( C^{1+\max(1,k)} \) (respectively of class \( C^{2+\max(1,k)} \) on \( \Omega \times \mathbb{R} \), then \( F \) is continuous (respectively continuously Fréchet differentiable) on \( H^k_\alpha \); moreover, a sufficient condition for analyticity of \( F \) on \( H^k_\alpha \) is also given in [356].

4. The Banach spaces \( R_\mu(G) \) considered in Section 8.4 are important in the theory of ultradistributions and partial differential equations. The first results on the composition of functions from the Gevrey spaces \( G^\mu \) seem to be due to M. Gevrey [118]; see also [107], [108]. The general spaces \( R_\mu(L) \) have been introduced in [275]; the first systematic investigation of the superposition operator in these spaces, as well as in the projective and inductive classes \( R_\mu(0) \) and \( R_\mu(\infty) \), is due to V.I. Nazarov [236]; for applications see [237]. Various special classes of such spaces, such as those generated by the sequences (8.26) and (8.27), are dealt with in Chapter 6 of [115] or Chapter 7 of [190]. We remark
that the space $R_\mu(L)$ consists only of quasi-analytic functions if and only if
\[ \sum_{n=1}^{\infty} \frac{M_n}{M_{n+1}} = \infty \quad \text{or} \quad \sum_{n=1}^{\infty} \frac{1}{\sqrt[n]{M_n}} = \infty. \]  

(8.38)

For example, (8.38) fails for the sequences $\mu$ given in (8.26) and (8.27): thus, the corresponding spaces $R_\mu(L)$ contain also functions which are not quasi-analytic.

All results proved in Section 8.4 may be found in [28], where even Banach space valued functions are considered.

5. As already observed at the beginning of Section 8.5, the classes $R_\mu(Q)$ and $R_\mu(\infty)$ are not normed spaces, but only locally convex. Nevertheless, these classes have such a "nice" structure that, whenever the superposition operator $F$ acts in them, $F$ is always bounded and continuous, as Theorems 8.11 and 8.12 show; this is somewhat similar to the situation in the normed spaces $L_p$ (Theorems 3.3 and 3.7) and $C$ (Theorems 6.4 and 6.5). In contrast to those spaces, however, $F$ is also compact; compare this, for instance, with the remark after Theorem 6.2.

We remark that the projective Roumieu classes $R_\mu(0)$ are also called Beurling classes in the literature (see e.g. [190]).

All results proved in Section 8.5 may also be found in [28], except for Theorem 8.10 which is proved in [24]. Moreover, the paper [28] contains some remarks on the "little" Roumieu spaces $R_\mu^0(L)$ of all functions $x \in R_\mu(L)$ satisfying
\[ \lim_{k \to \infty} \frac{\|x^{(k)}\|}{L^k M_k} = 0. \]  

(8.39)

For example, the Hausdorff measure of noncompactness (2.32) in the space $R_\mu^0(L)$ satisfies the equality
\[ \alpha_{\mu,L}(N) = \limsup_{k \to \infty} \sup_{x \in N} \frac{\|x^{(k)}\|}{L^k M_k} \]  

(8.40)

(see [24]); compare this with the corresponding formulas (7.38) and (8.24). In particular, (8.40) shows that a subset $N \subseteq R_\mu^0(L)$ is precompact if and only if (8.39) holds uniformly in $x \in N$. 
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Chapter 9

The superposition operator in Sobolev spaces

In spite of the importance of Sobolev spaces in many fields of mathematical analysis, the theory of the superposition operator in these spaces is not yet sufficiently complete. In particular, acting conditions for the superposition operator between the spaces \( W^k_p \) and \( W^k_q \) which are both necessary and sufficient are known only in case \( f = f(u) \) and \( k = 1 \). One may show, however, that these acting conditions imply the boundedness and continuity of the operator \( F \).

For higher-order Sobolev spaces, we give some sufficient acting, boundedness, and continuity conditions for \( F \) which build essentially on the well known Sobolev imbedding theorems. Most of these results refer to bounded domains \( \Omega \subseteq \mathbb{R}^N \) with sufficiently regular boundary. Interestingly, the requirement that \( F \) maps the space \( W^k_p(\mathbb{R}^N) \) into itself is reasonable, roughly speaking, only in case \( k = 1 \) and \( p \geq 1 \), or \( k \geq 2 \) and \( kp \geq N \), and leads to a strong degeneracy of \( f \) in the other cases.

In the final section, we discuss some acting, boundedness, and continuity properties of \( F \) between Sobolev-Orlicz spaces.

9.1 Sobolev spaces

In this section we recall some facts about Sobolev spaces and the relations between them. We shall consider throughout functions over special domains \( \Omega \) in the Euclidean space \( \mathbb{R}^N \). The two types of bounded domains \( \Omega \) we shall deal with are convex polygons, i.e. \( \Omega = \{s : s \in \mathbb{R}^N, \ell_j s > c_j (j = 1, \ldots, m)\} \) for some linear functionals \( \ell_1, \ldots, \ell_m \) and scalars \( c_1, \ldots, c_m \), or smooth domains, which means, loosely speaking, that the last coordinate \( s_N \) of every point \( s = (s_1, \ldots, s_N) \) on the boundary \( \partial \Omega \) behaves locally like a smooth function of the other coordinates \( s_1, \ldots, s_{N-1} \). Moreover, as examples of unbounded domains we shall consider the whole space \( \Omega = \mathbb{R}^N \), or the half space \( \Omega = \mathbb{R}^N_+ = \{s : s \in \mathbb{R}^N, s_N > 0\} \). Thus, "\( \Omega \) bounded"will mean in the sequel that \( \Omega \) is either a convex polygon or a bounded smooth domain, while "any \( \Omega \)"will mean that \( \Omega \) is one of the four types of domains described above.

For \( k \in \mathbb{N} \) and \( 1 \leq p \leq \infty \) we define the Sobolev space \( W^k_p(\Omega) \) as set of all functions \( x \in L^p(\Omega) \) for which all distributional derivatives \( D^\alpha x \) (\( |\alpha| \leq k \)) belong to \( L^p(\Omega) \), equipped with the norm

\[
\|x\|_{k,p} = \begin{cases} 
\sum_{|\alpha| \leq k} \|D^\alpha x\|_p & \text{if } 1 \leq p < \infty, \\
\max_{|\alpha| \leq k} \|D^\alpha x\|_\infty & \text{if } p = \infty,
\end{cases}
\]

(9.1)
where \( \|z\|_p \) denotes, of course, the \( L_p \) norm (3.3) of \( z \). In particular, \( \widetilde{W}^0_p \) coincides with the Lebesgue space \( L_p \). Moreover, for \( \Omega \) as above and \( k \geq 1 \), the space \( \widetilde{W}^k_p(\Omega) \) coincides with the Hölder space \( H^k_\infty(\Omega) \) (see Section 8.1), and the norms (9.1) and (8.2) are equivalent.

It is clear that, for bounded \( \Omega \), \( k > 0 \), and \( 1 \leq p \leq \infty \), the space \( C^k(\Omega) \) (see Section 8.1) is imbedded in \( \widetilde{W}^k_p(\Omega) \). In general, one can show that \( C^\infty(\Omega) \cap \widetilde{W}^k_p(\Omega) \) is dense in \( \widetilde{W}^k_p(\Omega) \) for any \( \Omega \), and \( C^\infty(\Omega) \) (the space of all \( C^\infty \) functions with compact support in \( \Omega \)) is dense in \( \widetilde{W}^k_p(\Omega) \) if \( \Omega = \mathbb{R}^N \) or \( k = 0 \). On the other hand, if \( \Omega \neq \mathbb{R}^N \) and \( k > 0 \), then \( C^\infty(\Omega) \) is not dense in \( \widetilde{W}^k_p(\Omega) \). The closure of \( C^\infty(\Omega) \) with respect to the norm (9.1) (for \( 1 \leq p < \infty \)) is usually denoted by \( W^{k,0}_p(\Omega) \). Thus \( W^{k,0}_p(\Omega) = \widetilde{W}^k_p(\Omega) \) if and only if \( k = 0 \) or \( \Omega = \mathbb{R}^N \).

One may also define Sobolev spaces of negative order. Given \( k \in \mathbb{N} \) and \( 1 \leq p \leq \infty \), the space \( \widetilde{W}^{-k}_p(\Omega) \) consists, by definition, of all distributions \( y(s) = \sum_{|\alpha| \leq k} D^\alpha x_\alpha(s) \), with \( x_\alpha \in L_p \) for \( |\alpha| \leq k \). It turns out that \( \widetilde{W}^{-k}_p(\Omega) \) is nothing else but the associate space of \( W^{k,0}_p(\Omega) \) (see (2.6)); moreover, for \( 1 \leq p < \infty \), the space \( \widetilde{W}^{-k}_p \) is also the dual space of \( W^k_p \). In particular, in case \( k = 0 \) we get again the corresponding formulas \( L_\infty = L_\infty(\Omega) = L_\infty^\ast \) (1 \( \leq p < \infty \)) and \( L_1 = L_\infty^\ast \neq L_\infty^\ast \) for Lebesgue spaces.

Now we recall the definition of the Sobolev space \( W^s_p \) for arbitrary real \( s \). For \( 1 \leq p < \infty \) and \( 0 < \sigma < 1 \), the space \( W^s_p(\Omega) = W^s_p(\Omega) \) consists, by definition, of all functions \( x \in L_p(\Omega) \) for which the norm

\[
\|x\|_{s,p} = \left( \int_\Omega |x(s)|^p \, ds + \int_\Omega \int_\Omega \frac{|x(s) - x(t)|^p}{|s - t|^{N+\sigma p}} \, dsdt \right)^\frac{1}{p}
\]

is finite. Similarly, the space \( W^\sigma_\infty \) is defined; this space coincides with the Hölder space \( H^\sigma_\infty(\Omega) \) defined by the Hölder function \( \varphi(t) = t^\sigma \) (see Section 7.1). Finally, for \( 1 \leq p < \infty \) and any real \( s \geq 0 \) we write \( s = [s] + \sigma \) (where \([\vartheta]\) denotes the largest integer \( \leq \vartheta \) and define \( W^s_p(\Omega) \) by means of the norm

\[
\|x\|_{s,p} = \begin{cases} 
\sum_{|\alpha| \leq [s]} \|D^\alpha x\|_{s,p} & \text{if } 1 \leq p < \infty, \\
\max_{|\alpha| \leq [s]} \|D^\alpha x\|_{s,\infty} & \text{if } p = \infty.
\end{cases}
\]

As a consequence, \( W^s_\infty(\Omega) \) coincides with the Hölder space \( H^s_\infty(\Omega) \) for \( k = [s] \) (see Section 8.1).

At this point, we can make the same remarks as for the "entire" Sobolev spaces \( \widetilde{W}^k_p \) above. For instance, \( C^\infty(\Omega) \cap W^s_p(\Omega) \) is dense in \( W^s_p(\Omega) \) for any \( \Omega \), and \( C^\infty(\Omega) \) is dense in \( W^s_p(\Omega) \) if and only if \( \Omega = \mathbb{R}^N \) or \( 0 \leq s \leq \frac{1}{p} \). As above, \( W^{p,0}_s(\Omega) \) is the closure of \( C^\infty(\Omega) \) with respect to the norm (9.2) for \( 1 \leq p < \infty \) and \( s \geq 0 \).

Finally, for \( s \in \mathbb{R}, s \geq 0, \) and \( 1 \leq p < \infty \), the space \( W^{-s}_p(\Omega) \) is defined as the dual space of \( W^{s,0}_p(\Omega) \), \( p^{-1} + \tilde{p}^{-1} = 1 \).

There are some fundamental relations between the spaces introduced above which are basic in many fields of mathematical analysis, and are usually referred to as Sobolev imbedding theorems. For later convenience, we summarize these results in the following:
Lemma 9.1 Let $k \in \mathbb{N}$, $0 < \sigma < 1$, $r, s \in \mathbb{R}$ with $0 \leq r \leq s$, and $p, q \in \mathbb{R}$ with $1 \leq p \leq q \leq \infty$.

(a) If $1 < p \leq q < \infty$ and $r - \frac{N}{q} < s - \frac{N}{p}$, then $W_p^s(\Omega)$ is continuously imbedded in $W_q^r(\Omega)$.

(b) If $r - \frac{N}{q} < s - \frac{N}{p}$ and $\Omega$ is bounded, the imbedding $W_p^s(\Omega) \subseteq W_q^r(\Omega)$ is even compact.

(c) If $k + \sigma \leq s - \frac{N}{p}$, then $W_p^s(\Omega)$ is continuously imbedded in $H^k\bar{\Omega}$.

(d) If $k + \sigma < s - \frac{N}{p}$ and $\Omega$ is bounded, the imbedding $W_p^s(\Omega) \subseteq H^k\bar{\Omega}$ is even compact.

All statements hold also with $W^0$ in the place of $W$.

We remark that the case $p = 1$ plays a particular role in the theory of the Sobolev spaces $W_p^s$. For example, in case $p = 1$ one may take $q = \infty$ in Lemma 9.1 (a), and $\sigma = 0$ or $\sigma = 1$ in Lemma 9.1(c). As we shall see, for studying the superposition operator in Sobolev spaces $W_p^k$ one has to distinguish sometimes the cases $k > 1$ and $k = 1$, and also the cases $p > 1$ and $p = 1$. In this connection, we mention a characterization of functions in $W_p^1$ which is closely related to the space $AC$ of (locally) absolutely continuous functions on $\Omega$. Recall that the space $AC = AC(\Omega)$ consists of all measurable functions $x$ on $\Omega$ such that, for every line $\tau$ parallel to one of the $s_i$-coordinate axes $\{(s_1, \ldots, s_N) : s_1 = \ldots = s_{i-1} = s_{i+1} = \ldots = s_N = 0\}$, $x$ is locally absolutely continuous on $\Omega \cap \tau$. The following characterization which is due to E. Gagliardo will be used several times in the sequel:

**Lemma 9.2** A function $x$ belongs to $W_p^1(\Omega)$ $(1 \leq p < \infty)$ if and only if there exists a function $\bar{x} \in AC(\Omega)$ such that $x(s) = \bar{x}(s)$ almost everywhere in $\Omega$, $D_i\bar{x} \in L_p(\Omega)$ for $i = 1, \ldots, N$, and $\bar{x} \in L_p(\Omega)$. If $\Omega$ is bounded, the requirement that $\bar{x} \in L_p(\Omega)$ is superfluous.

9.2 Sufficient acting conditions in $W_p^1$

We begin now the study of the superposition operator between the Sobolev spaces $W_p^1(\Omega)$ and $W_q^1(\Omega)$, where $\Omega \subseteq \mathbb{R}^N$ is bounded. In most applications, e.g. to nonlinear partial differential equations, it is assumed that the function $f = f(s, u)$ is smooth on $\Omega \times \mathbb{R}$; under this hypothesis, the classical chain rule (8.10) applies, and $y = Fx$ has the first derivatives

$$D_i y(s) = D_i f(s, x(s)) + D_u f(s, x(s)) D_i x(s),$$

where $D_i f(s, u)$ $(i = 1, \ldots, N)$ and $D_u f(s, u)$ denote the partial derivatives of $f$ with respect to $s_i$ and $u$, respectively. Moreover, the imbedding results given in Lemma 9.1 imply the following sufficient acting condition for $F$: if the partial derivatives of $f$ satisfy the growth conditions

$$|D_i f(s, u)| \leq a(s) + b|u|^\frac{p(N-q)}{q(N-p)}$$

$(i = 1, \ldots N)$ and

$$|D_u f(s, u)| \leq c(s) + d|u|^\frac{N(p-q)}{q(N-p)}$$

(9.4)  

(9.5)
for some \( a \in L_q \) and \( c \in L_{\frac{pq}{p-q}} \), \( 1 < q \leq p < N \), then the superposition operator \( F \) generated by \( f \) maps the space \( W_p^1 \) into the space \( W_q^1 \).

As a matter of fact, the hypothesis on the smoothness of \( f \) may be essentially weakened. The investigation of this phenomenon, which requires a very delicate analysis of the chain rule and of regularity properties of real (non-smooth) functions, was carried out by M. Marcus and V.J. Mizel in a series of papers in a much more general setting than that presented here.

Given a measurable function \( f \) on \( \Omega \times \mathbb{R} \), consider the set of all points \( (s, u) \in \Omega \times \mathbb{R} \), where \( f \) does not have a (total) derivative. There are essentially two classes of functions \( f \) for which one can establish reasonable acting conditions for \( F \). First, if \( f \) is locally Lipschitz continuous on \( \Omega \times \mathbb{R} \), then the above mentioned set has \((N+1)\)-dimensional Lebesgue measure zero, and one may verify (9.3) in certain cases, as well as the sufficiency given in Lemma 9.2.

Theorem 9.1 Suppose that \( f \) is locally Lipschitz continuous on \( \Omega \times \mathbb{R} \), where \( \Omega \subseteq \mathbb{R}^N \) is bounded. Let \( 1 < q \leq p < N \). Assume that the estimates (9.4) and (9.5) hold for some \( a \in L_q \), \( c \in L_{\frac{pq}{p-q}} \), \( b \geq 0 \), and \( d \geq 0 \), where the partial derivatives exist. Then the superposition operator \( F \) generated by \( f \) maps \( W_p^1(\Omega) \) into \( W_q^1(\Omega) \).

\( \Rightarrow \) Since \( f \) is locally Lipschitz on \( \Omega \times \mathbb{R} \), we get from (9.5) that

\[
|f(s, u) - f(s, 0)| \leq \int_0^u D_u f(s, v) \, dv \leq c(s) |u| + d |u|^{\frac{p(N-q)}{q(N-p)}}. \tag{9.6}
\]

Again by the local Lipschitz continuity of \( f \), the function \( y_u(s) = f(s, u) \) belongs to \( AC(\Omega) \) for each \( u \in \mathbb{R} \), and hence to \( W_p^1(\Omega) \), by Lemma 9.2 and (9.4). Now, by Lemma 9.1 (a), applied to \( q = \frac{Np}{N-p} \), \( r = 0 \), and \( s = 1 \), we see that \( W_p^1 \) is imbedded in \( L_{\frac{Np}{N-p}} \); moreover, we use the fact that \( L_{\frac{Np}{N-p}} \) coincides with the multiplicator space \( L_q/L_p \) (see (3.8)). Given \( x \in W_p^1 \), we get from Lemma 9.2 and the chain rule (9.3) that \( y = Fx \) coincides almost everywhere in \( \Omega \) with \( \bar{y} = F\bar{x} \in AC \), where \( \bar{x} \) in turn coincides almost everywhere in \( \Omega \) with \( x \). Applying the estimates (9.4) and (9.5) to formula (9.3) yields

\[
\left\| D_y \bar{y} \right\|_q \leq \|a + b|\bar{x}|^{\frac{p(N-q)}{q(N-p)}} \right\|_q + \left\| c + d|\bar{x}|^{\frac{N(p-q)}{N-p}} \right\|_q D_y \bar{x} \right\|_q \leq \left\| a \right\|_q + b^q \|\bar{x}\|^{\frac{p(N-q)}{q(N-p)}} + \left\| c \right\|_{\frac{pq}{p-q}} \left\| D_y \bar{x} \right\|_p + d\|\bar{x}\|^{\frac{N(p-q)}{N-p}} \left\| D_y \bar{x} \right\|_p^q \leq \left( 1 + \|\bar{x}\|_p^{\frac{N(p-q)}{N-p}} \right).
\]

Again by Lemma 9.2, this shows that \( y \in W_q^1 \). \( \Leftarrow \)

To give a parallel result to Theorem 9.1 in the case of an absolutely continuous function \( f \), some definitions are in order. Given a space \( X \) of measurable functions over \( \Omega \), we denote by \( \overline{X} \) the space of all measurable functions \( x \) such that there exists \( \bar{x} \in X \)}.
with \( x(s) = \bar{x}(s) \) almost everywhere in \( \Omega \). In particular, for \( x \in \overline{AC} \) we denote by \( \overline{D}_i x \) the derivative \( D_i \bar{x} \), where \( \bar{x} \in AC \) is equivalent to \( x \). Note that Lemma 9.2 states that \( x \in W^1_p \) if and only if \( x \in \overline{AC} \) and \( \overline{D}_i x \in L^p_q \). Moreover, it is easy to see that if \( x \in L^1_1 \cap \overline{AC} \) and \( \overline{D}_i x \in L^1_1 \), then \( \overline{D}_i x(s) = D_i x(s) \) almost everywhere in \( \Omega \).

Following Marcus and Mizel, we call a function \( f \) on \( \Omega \times \mathbb{R} \) a locally absolutely continuous Carathéodory function if \( f(\cdot, u) \) belongs to \( \overline{AC} \) for every \( u \in \mathbb{R} \), and \( f(s, \cdot) \) is continuous and locally absolutely continuous for almost all \( s \in \Omega \). It is clear that every such function is a Carathéodory function in the sense of Section 1.4.

Given a point \( s \in \Omega \) and \( h \neq 0 \), we set

\[
\Delta^h_i z(s) = \frac{z(s+h) - z(s)}{h},
\]  

(9.8)

where \( s_h = s + he_i \), \( e_i \) being the \( i \)-th unit vector \( (i = 1, \ldots, N) \) in \( \mathbb{R}^N \). There is a well known relation between the increment (9.8) and the partial derivative \( D_i z(s) \) which we state without proof in the following:

**Lemma 9.3** Let \( \Omega' \) be an open subdomain of \( \Omega \) with \( \Omega' \subseteq \Omega \), and let \( h' = \text{dist}(\Omega', \partial \Omega) \). If \( z \in L_q(\Omega) \) with \( 1 < q < \infty \) is such that \( \| \Delta^h_i z \|_q' \leq C \) for \( 0 < h < h' \), where \( \| \cdot \|' \) denotes the function norm over \( \Omega' \), then also \( D_i z \in L_q(\Omega) \) and \( \| D_i z \|_q \leq C \). Conversely, if \( z \in W^1_q(\Omega) \) then always

\[
\| \Delta^h_i z \|_q' \leq \| D_i z \|_q.
\]

We are now in a position to state the second sufficient acting condition, which uses much weaker hypotheses than Theorem 9.1.

**Theorem 9.2** Suppose that \( f \) is a locally absolutely continuous Carathéodory function on \( \Omega \times \mathbb{R} \), where \( \Omega \subseteq \mathbb{R}^N \) is bounded. Let \( 1 < q \leq p < \infty \). Assume that the estimates

\[
|D_i f(s, u)| \leq a(s) + b(u)
\]

and

\[
|D_u f(s, u)| \leq c(s) + d(u)
\]

hold for almost all \( s \in \Omega \) and all \( u \in \mathbb{R} \), where \( a \in L_q, b \in C(\mathbb{R}), c \in L^{\frac{p}{p-q}}, \) and \( d \in L_1(\mathbb{R}) \) are nonnegative functions. Given \( x \in W^1_p \), suppose that \( b \circ x \in L_q, \ d \circ x \in L^{\frac{p}{p-q}}, \) and \( (d \circ x)D_i x \in L_q (i = 1, \ldots, N) \). Then \( y = Fx \in W^1_q \). Without loss of generality we may suppose that \( f(s, u) \in AC \) for all \( u \in Q \); this implies that, for \( u \in Q \), we have \( D_i f(s, u) = D_i f(s, u) \) almost everywhere in \( \Omega \), and hence we may replace \( \overline{D}_i \) by \( D_i \) in (9.9). For any fixed \( u_0 \in \mathbb{R} \), the function \( y_0 = Fx_0 \), with \( x_0(s) \equiv u_0 \), belongs to \( \overline{AC} \), hence \( \overline{D}_i y_0 \in L_q \); by Lemma 9.2, we conclude that \( y_0 \in W^1_q \). Let

\[
\beta(t) = \int_0^t d(\tau) \, d\tau,
\]

(9.11)
with \( d \) given in (9.9). Since \( \beta \in AC(\mathbb{R}) \) and, by hypothesis, \((d \circ x)D_1x \in L_q \) for \( i = 1, \ldots, N \), we know that \( \beta \circ x \in W^1_q \). Now, (9.10) implies that for almost all \( s \in \Omega \) and all \( u \in \mathbb{R} \)

\[
|f(s, u) - f(s, u_0)| \leq \int_0^u D_a f(s, v) \, dv \leq c(s)|u - u_0| + \beta(u) - \beta(u_0).
\]

(9.12)

Consequently, \( y = Fx \) and \( y_0 \) as above satisfy \( \|y - y_0\|_q \leq \|c||x-x_0||_p + \|\beta \circ x - \beta \circ x_0\|_q \), which shows that \( y \in L_q \). On the other hand, if \( s' \) and \( s'' \) are two points in \( \Omega \) which lie on some straight line parallel to the \( s_i \)-axis, then

\[
|f(s', u) - f(s'', u)| \leq \int_{s'}^{s''} a(s) \, ds + b(u)|s' - s''|.
\]

(9.13)

by (9.9). Combining (9.12) and (9.13) and using the notation (9.8) we get

\[
|\Delta^h_i y(s)| \leq \frac{1}{|h|} \left| f(s_h, x(s_h)) - f(s, x(s_h)) \right| + \frac{1}{|h|} \left| f(s, x(s_h)) - f(s, x(s)) \right| \leq \frac{1}{|h|} \int_0^{|h|} a(s + \tau e_i) \, d\tau + b(x(s_h)) + c(s)|\Delta^h_i x(s)| + |\Delta^h_i \beta(x(s))|.
\]

(9.14)

Since \( x \in W^1_p \) and \( \beta \circ x \in W^1_q \), it follows from Lemma 9.3 that

\[
\|\Delta^h_i \beta \|_p \leq \|D_i x\|_p, \quad \|\Delta^h_i (\beta \circ x)\|_q \leq \|D_i (\beta \circ x)\|_q,
\]

(9.15)

where the prime denotes the norm over \( \Omega' \), \( \overline{\Omega'} \subseteq \Omega \). Putting (9.15) into (9.14) yields

\[
\|\Delta^h_i y\|_q \leq \|a\|_q + \|b \circ x\|_q + \|c||x-x_0||_p + \|D_i (\beta \circ x)\|_q.
\]

(9.16)

Since \( y \in L_q \), again from Lemma 9.3 we conclude that \( D_1 y \in L_q \), hence \( y \in W^1_q \) as claimed. \( \Leftarrow \)

Observe that the only place where we have used the fact that \( q > 1 \) is the application of Lemma 9.3. In fact, by a somewhat different technique one may show that the statement of Theorem 9.2 is also true in case \( q = 1 \).

### 9.3 Necessary acting conditions in \( W^1_p \)

In the previous section we have discussed two sufficient conditions on the function \( f \) under which the corresponding superposition operator \( F \) maps the space \( W^1_p \) into the space \( W^1_q \). In this connection, the growth conditions (9.4) and (9.5) played a crucial role. The question arises whether these conditions are also necessary for \( F \) to act from \( W^1_p \) into \( W^1_q \). A complete (affirmative) answer has been given by M. Marcus and V. J. Mizel in the autonomous case \( f = f(u) \). Interestingly, they obtained also a necessary and sufficient acting condition for the nonlinear first-order differential operator

\[
\Phi x(s) = \phi(s, x(s), Dx(s))
\]

(9.17)
between $W^1_p$ and $L_q$, where $Dx = (D_1x, \ldots, D_Nx)$. The necessity of this condition then implies rather easily the necessity of the corresponding condition for $F$.

**Lemma 9.4** Let $\Omega = [0, 1]^N$ be the open unit cube in $\mathbb{R}^N$, and let $\phi$ be a nonnegative Borel function on $\mathbb{R} \times \mathbb{R}^N$. Suppose that the operator (9.17) maps $W^1_p(\Omega)$ into $L_1(\Omega)$ ($1 \leq p < \infty$). Then the function $\phi$ satisfies the growth condition

$$|\phi(u, \eta)| \leq C(1 + |u|^{\frac{Np}{N-p}} + |\eta|^p)$$

(9.18)

for almost all $u \in \mathbb{R}$ and all $\eta \in \mathbb{R}^N$.

⇒ Let $\psi(u, \eta) = 1 + |u|^{\frac{Np}{N-p}} + |\eta|^p$, and suppose that there exists a sequence $(u_n, \eta_n) \in \mathbb{R}^{N+1}$ such that

$$\alpha_n = \frac{\phi(u_n, \eta_n)}{\psi(u_n, \eta_n)} \to \infty \quad (n \to \infty).$$

(9.19)

To prove (9.18), we distinguish two cases.

**Case 1** The sequence $|u_n|^{\frac{Np}{N-p}}(1 + |\eta_n|^p)^{-1}$ is bounded away from 0, i.e.

$$0 < \beta \leq \frac{|u_n|^{\frac{Np}{N-p}}}{1 + |\eta_n|^p}. \quad (9.20)$$

We may then assume that

$$\sum_{n=1}^{\infty} \alpha_n^{-\frac{1}{N}} \leq \frac{1}{2} \beta^\frac{1}{N}, \quad \sum_{n=1}^{\infty} \alpha_n^{-\frac{N-p}{N}} < \infty,$$

(9.21)

with $\alpha_n$ from (9.19). Let $\delta_n = \alpha_n^{-\frac{1}{N}} |u_n|^{-\frac{N-p}{N}}$, then

$$\delta = \sum_{n=1}^{\infty} \delta_n \leq \sum_{n=1}^{\infty} \alpha_n^{-\frac{1}{N}} \beta^{-\frac{1}{N}} \leq \frac{1}{2}. \quad (9.22)$$

Now we use the following geometric fact: given $q \in \mathbb{R}^n \setminus \{0\}$ and $\sigma > 0$, one can find a piecewise linear function $w : \left[ -\frac{\sigma}{2}, \frac{\sigma}{2} \right]^N \to \mathbb{R}$, which vanishes on the boundary of $\left[ -\frac{\sigma}{2}, \frac{\sigma}{2} \right]^N$, and is such that $Dw(s) \equiv \eta$ in a cube $F \subseteq \left[ -\frac{\sigma}{2}, \frac{\sigma}{2} \right]^N$ with $N$-dimensional Lebesgue measure

$$\mu(F) \geq a\sigma^N > 0. \quad (9.23)$$

Further, for every cube $B$ with $\text{dist}(B, 0) \leq \sqrt{N}a^{-\frac{1}{N}}\mu(B)^\frac{1}{N}$ (a from (9.23)) we may choose $\rho_n > 0$ such that $\mu(B) \leq \rho_n^N$ and

$$\frac{1}{\mu(B)} \int_B \phi((\eta, \eta_n) + u_n, \eta_n) d\eta \geq \frac{\phi(u_n, \eta_n)}{2}, \quad (9.24)$$

where $(\eta, \zeta)$ denotes the scalar product in $\mathbb{R}^N$. Let $\sigma_n$ be the largest number of the form $\frac{d_n}{2j}$ ($j = 1, 2, \ldots$) such that $\sigma_n \leq \rho_n$. Denote by $w_n$ ($n = 1, 2, \ldots$) the piecewise linear function on $E^*_N = \left[ -\frac{\sigma_n}{2}, \frac{\sigma_n}{2} \right]^N$ corresponding to $\eta = \eta_n$ as indicated above, and denote by
\( F_n^* \) the corresponding cube satisfying (9.23). One can show that \( w_n \) has the form \( w_n(s) = \sum_{i=1}^{n} \eta_{ni}s_i + b_n \) \( (s \in E_n^*) \), where \( |b_n| \leq 2\sqrt{N} \sigma_n |\eta_n| \). Setting \( \bar{b}_n = u_n - b_n \) and \( \bar{w}_n(s) = w_n(s) + \bar{b}_n \), we have that

\[
\bar{w}_n(s) = \begin{cases} 
\sum_{i=1}^{n} \eta_{ni}s_i + \bar{b}_n & \text{if } s \in F_n^*, \\
\bar{b}_n & \text{if } s \in \partial F_n^*.
\end{cases}
\] (9.25)

Now let \( E_n = \left[ -\frac{\delta_n}{2}, \frac{\delta_n}{2} \right]^N \) (recall that \( \delta_n = \alpha_n^{-\frac{1}{2}} |u_n| - \frac{\delta}{\alpha_n} \)), and let \( \{E_{n,1}, \ldots, E_{n,k}\} \) be a family of cubes with no common interior points, such that each of these cubes is a translate of \( E_n^* \) for \( q = 1, \ldots, k \), denote by \( s^{(q)} \) the centre of \( E_{n,q} \). Define functions \( x_n \) on \( E_n = E_{n,1} \cup \ldots \cup E_{n,k} \) by \( x_n(s) = \bar{w}(s - s^{(q)}) \), and let \( F_n = (s^{(1)} + F_n^*) \cup \ldots \cup (s^{(k)} + F_n^*) \). We then have, by (9.24) and (9.25),

\[
\int_{F_n} \phi(x_n(s), Dx_n(s)) \, ds = k \int_{F_n^*} \phi(\bar{w}_n(s), D\bar{w}_n(s)) \, ds \geq \]

\[
\geq k \mu(F_n^*) \frac{\phi(u_n, \eta_n)}{2} \geq k \mu(E_n^*) \frac{\phi(u_n, \eta_n)}{2} = \]

\[
= \frac{a}{2} \delta_n^n \phi(u_n, \eta_n) = \frac{a}{2\alpha_n} |u_n|^N \delta_n^{N-1} \phi(u_n, \eta_n), \] (9.26)

since \( \text{dist} (F_n^*, 0) \leq \sqrt{N} \mu(F_n^*) \frac{1}{\alpha_n} \). Finally, set \( D_n = [-\delta_n, \delta_n]^N \) and \( D_{n,i} = \left\{ s : \frac{\delta_n}{2} \leq |s_i| \leq \delta_n, |s| \geq \max_{1 \leq k \leq N} |s_k| \right\} \); consequently, \( D_n = D_{n,1} \cup \ldots \cup D_{n,N} \cup E_n \). Define \( \bar{x}_n \) on \( D_n \) by

\[
\bar{x}_n(s) = \begin{cases} 
x_n(s) & \text{if } s \in E_n, \\
2 \bar{b}_n(\delta_n - |s_i|) / \delta_n & \text{if } s \in D_{n,i}
\end{cases}
\]

\( (i = 1, \ldots, N) \). Then \( \bar{x}_n \) is piecewise linear and continuous on \( D_n \), vanishes on \( \partial D_n \), and satisfies

\[
|D\bar{x}_n(s)| \leq \begin{cases} 
|\eta_n| / s_n & \text{if } s \in E_n, \\
2 |\bar{b}_n| / s_n & \text{if } s \in D_n \setminus E_n.
\end{cases}
\] (9.27)

With \( \tau_n = 2(\delta_1 + \ldots + \delta_{n-1}) + \delta_n \), denote by \( \mathbf{s}_n \) the point \( \left( \tau_n, \frac{1}{2}, \ldots, \frac{1}{2} \right) \in \mathbb{R}^N \), and let \( \bar{D}_n = D_n + \mathbf{s}_n \). (Observe that \( \bar{D}_n \subseteq \Omega \), since \( 2\delta \leq 1 \), \( \delta \) from (9.22).) Finally, define a function \( x \) on \( \bar{\Omega} \) by

\[
x(s) = \begin{cases} 
\bar{x}(s - \mathbf{s}_n) & \text{if } s \in \bar{D}_n, \\
0 & \text{if } s \in \bar{\Omega} \setminus \bigcup_{n=1}^{\infty} \bar{D}_n.
\end{cases}
\] (9.28)
We claim that \( x \in W^1_p(\Omega) \), but \( \Phi x \not\in L^1(\Omega) \). By construction, the function \( x \) is continuous on \( \overline{\Omega} \), except at the point \( \left( 2\delta, \frac{1}{2}, \ldots, \frac{1}{2} \right) \), and vanishes on \( \partial \Omega \). By (9.27) and the definition of \( x \) we have

\[
\int_{D_n} |Dx(s)|^p \, ds = \int_{D_n \setminus E_n} |D\tilde{x}_n(s)|^p \, ds + \int_{E_n} \tilde{x}_n(s)^p \, ds \leq \\
\leq (2^N - 1)\delta_n^N (2\sqrt{N})^p (|u_n|\delta_n^{-1} + |\eta_n|)^p + \delta_n^N |\eta_n|^p \leq \\
\leq C_1 (\delta_n^{N-p}|u_n|^p + \delta_n^N |\eta_n|^p). \tag{9.29}
\]

But from the definition of \( \delta_n \) and (9.20) we know that \( \delta_n^N |\eta_n|^p \leq \delta_n^N |u_n|^\frac{N_p}{N-p} \beta^{-1} = (\alpha_n \beta)^{-1} \) and \( \delta_n^{N-p}|u_n|^p = \alpha_n^{\frac{p}{N-p}} \); hence, by (9.21) and (9.29),

\[
\int_\Omega |Dx(s)|^p \, ds \leq C_2 \left( \sum_{n=1}^\infty a_n^{\frac{N-p}{N}} + \frac{1}{\beta} \sum_{n=1}^\infty \alpha_n^{-1} \right) < \infty;
\]

this shows that \( D_i x \in L^p \) for \( i = 1, \ldots, N \), and therefore \( x \in W^1_p \). On the other hand, from (9.26) we know that

\[
\int_{D_n} \phi(x(s), Ds) \, ds = \int_{D_n} \phi(\tilde{x}_n(s), D\tilde{x}_n(s)) \, ds \geq \\
\geq \int_{F_n} \phi(x_n(s), Dx_n(s)) \, ds \geq \frac{a}{2\alpha_n} |u_n|^{-\frac{N_p}{N-p}} \phi(u_n, \eta_n),
\]

hence, by (9.19),

\[
\int_\Omega \Phi x(s) \, ds \geq \frac{a}{2} \sum_{n=1}^\infty \frac{1}{\alpha_n} |u_n|^{-\frac{N_p}{N-p}} \phi(u_n, \eta_n) = \\
= \frac{a}{2} \sum_{n=1}^\infty |u_n|^{-\frac{N_p}{N-p}} \psi(u_n, \eta_n) \geq \frac{a}{2} \sum_{n=1}^\infty |u_n|^{-\frac{N_p}{N-p}} \left( 1 + |u_n|^\frac{N_p}{N-p} \right) = \infty;
\]

this shows that \( \Phi x \not\in L^1 \), contradicting the hypothesis \( \Phi(W^1_p) \subseteq L^1 \).

**Case 2** The sequence \( |u_n|^\frac{N_p}{N-p} (1 + |\eta_n|^p)^{-1} \) is bounded from above, and \( |\eta_n|^p \) is bounded away from 0, i.e.

\[
\frac{|u_n|^\frac{N_p}{N-p}}{1 + |\eta_n|^p} \leq \gamma < \infty, \quad (0 < \beta \leq |\eta_n|^p). \tag{9.30}
\]

In this case we set \( \delta_n \alpha_n^{-\frac{1}{N-p}} |\eta_n|^{-\frac{N_p}{N}} \), such that again \( \delta = \sum_{n=1}^{\infty} \delta_n \leq \frac{1}{2} \). Now we have

\[
(\delta_n^N |u_n|^\frac{N_p}{N-p})^{\frac{N-p}{N}} \leq (\gamma \delta_n^N (1 + |\eta_n|^p)^\frac{N_p}{N-p}) \leq C \alpha_n^{-\frac{N_p}{N}}. \]

Let \( x \) be again defined by (9.28). We then get, on the one hand,

\[
\int_\Omega |Dx(s)|^p \, ds \leq C \left( \sum_{n=1}^{\infty} \alpha_n^{\frac{N_p}{N}} + \sum_{n=1}^{\infty} \alpha_n^{-1} \right) < \infty,
\]
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and, on the other, as before,

\[ \int_{\Omega} \Phi(x(s)) \, ds \geq \frac{\alpha}{2} \sum_{n=1}^{\infty} \frac{1}{\alpha_n} |u_n|^{-\frac{Np}{N-p}} \phi(u_n, v_n) = \]

\[ = \frac{\alpha}{2} \sum_{n=1}^{\infty} |u_n|^{-\frac{Np}{N-p}} \psi(u_n, \eta_n) \geq \frac{\alpha}{2} \sum_{n=1}^{\infty} |u_n|^{-\frac{Np}{N-p}} \left( 1 + |u_n|^{\frac{Np}{N-p}} \right) = \infty, \]

again contradicting the hypothesis \( \Phi(W^1_p) \subseteq L_1 \).

The fact that it suffices to consider the Cases 1 and 2 may be seen as follows. By the contradiction reached in the first case, (9.19) implies that (1 + |\eta_n|^p)|u_n|^{-\frac{Np}{N-p}} \to \infty as n \to \infty. Now there are two possibilities: either we find a subsequence of \( \eta_n \), which is bounded away from 0; in this case (9.30) is satisfied and we arrive at the contradiction of the second case; \( \eta_n \) tends to 0; in this case both sequences \( u_n \) and \( \eta_n \) are bounded contradicting (9.19).

This completes the proof. \( \Leftarrow \)

Lemma 9.4 allows us to obtain in a fairly straightforward manner the following necessary acting condition:

**Theorem 9.3** Let \( \Omega \subseteq \mathbb{R}^N \) be bounded, and let \( f = f(u) \) be a Borel function on \( \mathbb{R}^N \). Suppose that the superposition operator \( F \) generated by \( f \) maps \( W^1_p(\Omega) \) into \( W^1_q(\Omega) \) (1 \leq q \leq p \leq N). Then the function \( f \) is locally Lipschitz, and its derivative satisfies the growth condition

\[ |f'(u)| \leq a + b|u|^{\frac{N(p-q)}{q(N-p)}} \quad (9.31) \]

for almost all \( u \in \mathbb{R}^N \).

\( \Rightarrow \quad \) Without loss of generality we may assume that \( \Omega \) is the unit cube as in Lemma 9.4. By choosing special linear functions \( x \) and using that \( \Phi(W^1_p) \subseteq W^1_q(\Omega) \) one sees that \( f \) is locally absolutely continuous. As in the previous section, we may then conclude that \( f \) is locally Lipschitz, and \( f' \) is a Borel function (up to "corrections"on null sets). Now, if we define a map \( \phi \) on \( \mathbb{R} \times \mathbb{R}^N \) by \( \phi(u, \eta) = |f'(u)|^q \), then the corresponding differential operator (9.17) maps, by hypothesis, the space \( W^1_p(\Omega) \) into \( L_1(\Omega) \). By Lemma 9.4, the growth condition \( |f'(u)|^q \leq C \left( 1 + |u|^{\frac{Np}{N-p}} + |\eta|^p \right) \) holds for almost all \( u \in \mathbb{R}^N \) and all \( \eta \in \mathbb{R}^N \). Writing

\[ |f'(u)|^q \leq C(1 + |u|^{\frac{Np}{N-p}} + |\eta|^p)|\eta|^{-q}, \quad (9.32) \]

a trivial calculation shows that the minimum of the right-hand side of (9.32) with respect to \( |\eta| \) is achieved for \( |\eta| \sim |u|^{\frac{Np}{N-p}} \), and (9.31) follows easily. \( \Leftarrow \)

We remark that there is a parallel result in the case \( p > N \); for sake of completeness, we state this without proof.

**Theorem 9.4** Suppose that the hypotheses of Theorem 9.3 are satisfied, where 1 \leq q \leq p and \( p > N \). Then the function \( f \) is locally Lipschitz, and its derivative satisfies

\[ |f'(u)| \leq m(r) \quad (|u| \leq r) \quad (9.33) \]

for almost all \( u \in \mathbb{R}^N \).
The Theorems 9.1, 9.3 and 9.4 together give a complete characterization of superposition operators which act from \( W^1_p \) into \( W^1_q \) and are generated by locally Lipschitz continuous maps \( f = f(u) \). Unfortunately, the problem of finding a necessary and sufficient acting condition in the non-autonomous case \( f = f(s,u) \) is open. There is an interesting counterexample, again due to Marcus and Mizel, which shows that the condition \( F(W^1_p) \subseteq L_q \) does not imply a growth condition of Krasnosel’skii type (3.19) with \( a \in L_q \) and \( b > 0 \), and hence the condition \( F(W^1_p) \subseteq L_q \) does not imply the condition \( F(L_p) \subseteq L_q \). In fact, for \( \Omega = (0,1) \), \( \varepsilon > 0 \), and \( p > 1 \) let

\[
f(s,u) = \begin{cases} 
\left( \frac{3}{2} - \alpha \right) \left( \alpha - \frac{1}{2} \right)^{-1} s^{-1} & \text{if } u = \alpha s^\varepsilon \text{ for } \frac{1}{2} < \alpha < \frac{3}{2}, \\
0 & \text{otherwise.}
\end{cases}
\]  

(9.34)

Given \( x \in W^1_p \) the function \( y = Fx \) is obviously in \( L_q(\delta,1) \) for every \( \delta \in (0,1) \); on the other hand, every function \( x \in W^1_p \) (with \( x(0) = 0 \)) fulfills \( |x(s)| = O\left(s^{1-p}\right)\), and hence the set of all \( s \in (0,\delta) \) with \( y(s) = f(s,x(s)) \neq 0 \) becomes small enough, for \( \varepsilon \) sufficiently close to 0, to guarantee that \( y \in L_q(0,\delta) \) as well. This shows that \( F \) maps \( W^1_p \) into \( L_q \); on the other hand, the function (9.34) may not be bounded by a sum of an \( L_q \) function and a function of \( u \).

9.4 Boundedness and continuity conditions in \( W^1_p \)

In the preceding section we have obtained an acting condition for the superposition operator \( F \) between \( W^1_p \) and \( W^1_q \) which is both necessary and sufficient in the autonomous case \( f = f(u) \). The explicit form of this condition (see (9.31) and (9.33)) implies that, whenever \( F \) acts between \( W^1_p \) and \( W^1_q \) in the autonomous case, then \( F \) is bounded and continuous.

Unfortunately, since we are also interested in the non-autonomous case \( f = f(s,u) \), we cannot use the conditions of Theorems 9.3 and 9.4 directly. Nevertheless, it turns out that appropriate growth conditions on the partial derivatives \( D_i f \) and \( D_u f \) ensure, by the Sobolev imbedding theorems, not only the acting \( F(W^1_p) \subseteq W^1_q \), but also the boundedness and continuity of \( F \).

In deriving the main result of Section 9.3, the first-order differential operator (9.17) was useful. For the ease of the reader, we state a sufficient acting condition for the non-autonomous differential operator

\[
\Phi x(s) = \phi(s,x(s),Dx(s))
\]

(9.35)

which is a rather straightforward consequence of Lemma 9.1.

Lemma 9.5 Let \( 1 \leq p, q < \infty \), and let \( \phi \) be a Carathéodory function on \( \Omega \times \mathbb{R} \times \mathbb{R}^N \) which satisfies the following growth conditions. For \( p < N \), suppose that

\[
|\phi(s,u,\eta)| \leq a(s) + b|u|^{Np/(N-p)} + c|\eta|^{\frac{p}{q}}
\]

(9.36)

for some \( a \in L_q \) and \( b, c \geq 0 \); for \( p = N \), suppose that

\[
|\phi(s,u)| \leq a(s) + b|u|^{\frac{p}{q}} + c|\eta|^{\frac{p}{q}}
\]

(9.37)
for some \( a \in L_q \) and \( b, c \geq 0 \), where \( r \geq 1 \) is arbitrary; for \( p > N \), suppose that

\[
|\phi(s, u, \eta)| \leq b(u) \left( a(s) + c|\eta|^\frac{p}{p-q} \right)
\]  

(9.38)

for some \( a \in L_q, b \in \mathcal{C}(\mathbb{R}) \), and \( c > 0 \). Then the differential operator (9.35) generated by \( \phi \) maps the space \( W^1_p \) into the space \( L_q \) and is bounded and continuous.

Now, if \( f \) is some Carathéodory function on \( \Omega \times \mathbb{R} \) such that the chain rule (9.3) holds for \( i = 1, \ldots, N \), then Lemma 9.5 may be applied to the functions \( \phi_i(s, u, \eta) = D_if(s, u) + D_uf(s, u)\eta \) \((i = 1, \ldots, N)\); however, this procedure is not very explicit. It turns out that one can give rather natural growth conditions on \( D_if \) and \( D_uf \) separately which imply the boundedness and continuity of \( F \) and, moreover, yield an explicit estimate for the growth function (2.24) of \( F \) between \( W^1_p \) and \( W^1_q \). This will be carried out in the following:

**Theorem 9.5** Let \( \Omega \subseteq \mathbb{R}^N \) be bounded, let \( 1 < q \leq p < \infty \), and let \( f \) be a locally absolutely continuous Carathéodory function on \( \Omega \times \mathbb{R} \). Suppose that the partial derivatives \( D_if \) \((i = 1, \ldots, N)\) generate superposition operators from \( L_r \) into \( L_q \), and the partial derivative \( D_uf \) a superposition operator from \( L_r \) into \( L_{p\frac{q}{p-q}} \), where \( r = \frac{Np}{N-p} \) for \( p < N \), \( r \geq 1 \) arbitrary for \( p = N \), and \( r = \infty \) for \( p > N \). Then the superposition operator \( F \) generated by \( f \) maps \( W^1_p \) into \( W^1_q \) and is bounded and continuous.

\( \Rightarrow \) We restrict ourselves to the case \( p < N \); the other cases are treated similarly by the means of the corresponding imbeddings. By a reasoning similar to that used in Section 9.2, one may show that \( y = Fx \) satisfies the generalized chain rule \( D_ly(s) = \overline{D}_i(s, x(s)) + D_uf(s, x(s))D_iz(s) \), where \( \overline{D}_i(s) = D_i\bar{z}(s) \), with \( \bar{z} \) being a locally absolutely continuous function which coincides almost everywhere in \( \Omega \) with \( z \).

To prove the boundedness of \( F \), fix \( x \in W^1_p \) with \( \|x\|_{1,p} \leq r \). The assumptions on \( \overline{D}_i \) and \( D_uf \) imply that

\[
|\overline{D}_i(s, u)| \leq a(s) + b|u|\frac{Np}{p-q}
\]

and

\[
|D_uf(s, u)| \leq c(s) + d|u|\frac{N(p-q)}{q(N-p)}
\]

where \( a \in L_q \), \( c \in L_{p\frac{q}{p-q}} \), and \( b, d \geq 0 \). As in Theorem 9.1 (see (9.7)), we have \( \|D_ly\|_q \leq C \left( 1 + r\frac{p(N-q)}{q(N-p)} \right) \); similarly (9.6) shows that

\[
\|y - F0\|_q \leq \|c\|_{p\frac{q}{p-q}} \|x\|_p + d\|x\|\frac{p(N-q)}{q(N-p)}.
\]  

(9.39)

By Lemma 9.1 (a), \( W^1_p \) is continuously imbedded in \( L_{p\frac{q}{p-q}} \); (9.39) implies that \( \|y\|_q \leq \|F0\|_q + \|c\|_{p\frac{q}{p-q}} r + d\|x\|\frac{p(N-q)}{q(N-p)} \). Altogether, the growth function (2.24) of \( F \) between \( X = W^1_p \) and \( Y = W^1_q \) satisfies

\[
\mu_F(r) \leq C \left( 1 + r\frac{p(N-q)}{q(N-p)} \right).
\]  

(9.40)

Note that (9.40) gives a linear estimate if and only if \( p = q \); this is similar to the Lebesgue space situation discussed in detail in Chapter 3.
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The proof of the continuity of $F$ is a consequence of the assumptions on $D_{i}f$ and $D_{u}f$, and the fact that superposition operators between Lebesgue spaces are always continuous (see Theorem 3.7). ⇐

We point out that Theorem 9.5 is true in the case $q = 1$ as well, with some technical modifications.

When dealing with applications of the superposition operator $F$ between Sobolev spaces, it is sometimes not necessary to require the continuity of $F$, but only its demi-continuity, which means that the convergence of a sequence $x_{n}$ in $W_{p}^{1}$ to some $x_{0}$ in $W_{p}^{1}$ implies the weak convergence of $Fx_{n}$ to $Fx_{0}$ in $W_{q}^{1}$. It turns out that the general growth conditions given in Theorem 9.2, together with certain acting conditions for the functions $b$ and $d$ in (9.9) and (9.10), respectively, are sufficient to ensure the demi-continuity of $F$.

**Theorem 9.6** Suppose that $f$ is a locally absolutely continuous Carathéodory function on $\Omega \times \mathbb{R}$, where $\Omega \subseteq \mathbb{R}^{N}$ is bounded. Let $1 < q \leq p < \infty$, and assume that the estimates (9.9) and (9.10) hold for almost all $s \in \Omega$ and all $u \in \mathbb{R}$, where $a \in L_{q}$, $c \in L_{q}^{\frac{Np}{p-q}}$, and $b$ and $d$ are continuous nonnegative functions which generate superposition operators from $L_{r}$ into $L_{q}$ and from $L_{r}$ into $L_{q}^{\frac{p}{p-q}}$, respectively, where $r = \frac{Np}{N-q}$ for $p < N$ and $r \geq p$ arbitrary for $p \geq N$. Then the superposition operator $F$ generated by $f$ is demi-continuous between $W_{p}^{1}$ and $W_{q}^{1}$.

⇒ Assume, without loss of generality, that $x_{n} \in W_{p}^{1}$ converges to $0$ in $W_{p}^{1}$, $f(s,0) = 0$ for almost all $s \in \Omega$, and $p < N$. The latter assumption means, by Theorem 3.1, that

$$|b(u)| \leq C \left(1 + |u|^{\frac{Np}{N-q}}\right) \quad (9.41)$$

and

$$|d(u)| \leq C \left(1 + |u|^{\frac{Np}{N-q}}\right). \quad (9.42)$$

We have to show that $y_{n} = Fx_{n}$ converges weakly to $0$ in $W_{q}^{1}$. For $\beta$ defined as in (9.11) we have $\|y_{n}\|_{q} \leq \|c\|_{L_{q}^{\frac{p}{p-q}}} \|x_{n}\|_{p} + \|\beta \circ x_{n} - \beta \circ 0\|_{q}$. Since, by (9.42),

$$\|\beta \circ x_{n} - \beta \circ 0\|_{q} \leq C \left(\|x_{n}\|_{p} + \|x_{n}\|_{q}^{\frac{Nq}{N-q}}\right),$$

the sequence $y_{n}$ converges in $L_{q}$ to $0$. Since the space $L_{q}$ is reflexive for $q > 1$, it suffices to show the boundedness of the sequence $D_{i}y_{n}$ ($i = 1, \ldots, N$) in $L_{q}$. For it then follows that $D_{i}y_{n} \to 0$ weakly in $L_{q}$, and hence $y_{n} \to 0$ weakly in $W_{q}^{1}$. By the chain rule and the definition of $\beta$, we have $D_{i}(\beta \circ x_{n})(s) = d(x_{n}(s))D_{i}x_{n}(s)$, hence $\|D_{i}(\beta \circ x_{n})\|_{q} \leq \|d \circ x_{n}\|_{L_{q}} \|D_{i}x_{n}\|_{p}$. Using the estimate (9.16) for $x = x_{n}$ and $y = y_{n}$, Lemma 9.3 for an open subdomain $\Omega'$ with $\Omega' \subseteq \Omega$, and the growth conditions (9.41) and (9.42), we get

$$\|D_{i}y_{n}\|_{q} \leq \|a\|_{q} + \|b \circ x_{n}\|_{q} + \|c\|_{L_{q}^{\frac{p}{p-q}}} \|D_{i}x_{n}\|_{p} + \|D_{i}(\beta \circ x_{n})\|_{q} \leq$$

$$\leq \|a\|_{q} + C \left(1 + \|x_{n}\|^{\frac{Np}{N-q}}\right) + \|c\|_{L_{q}^{\frac{p}{p-q}}} \|x_{n}\|_{1,p} + C \left(1 + \|x_{n}\|^{\frac{Np}{N-q}}\right) \|x_{n}\|_{1,p}.$$

This shows that the sequence $D_{i}y_{n}$ is bounded in $L_{q}$ for $i = 1, \ldots, N$, and so we are done. ⇐
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In view of applications to higher-order (especially second order) partial differential equations, it would be very useful to generalize the necessary and sufficient conditions under which the superposition operator \( F \) acts in the Sobolev space \( W^k_p \) (especially \( W^2_p \)) and has the necessary properties. Unfortunately, only sufficient conditions are known up to the present. We begin by stating a sufficient acting condition for a nonlinear higher-order differential operator

\[
\Phi x(s) = \phi(s, x(s), Ds(x), \ldots, D^k x(s)) \quad (9.43)
\]

\((D^k x = \{D^\alpha x : |\alpha| = k\})\) between \( W^k_p \) and \( L_q \). To this end, we use the following notation. If \( N(j) = (N + j - 1)!((N - 1)!)^{-1} \) denotes the number of all multi-indices \( a \) with \( |a| = j \) \((j = 0, 1, \ldots, k)\), the function \( \phi \) in (9.43) is defined on \( \Omega \times \prod_{j=0}^{k} \mathbb{R}^{N(j)} \), and we write \( \phi = \phi(s, \xi) \), where \( \xi = (\xi_0, \xi_1, \ldots, \xi_k) \) with \( \xi_j = \{\xi_\alpha : |\alpha| = j\} \) \((j = 0, 1, \ldots, k)\). For a fixed multi-index \( \alpha \) with \( 0 \leq |\alpha| \leq k \), let

\[
r(\alpha) \begin{cases} = \frac{Np}{N - (k - |\alpha|)p} & \text{if } |\alpha| > k - \frac{Np}{p}, \\ \geq 1 \text{ arbitrary} & \text{if } |\alpha| = k - \frac{Np}{p}. \end{cases} \quad (9.44)
\]

The following is a direct generalization of Lemma 9.5.

**Lemma 9.6** Let \( \Omega \subseteq \mathbb{R}^N \) be bounded, let \( \phi \) be a Carathéodory function on \( \Omega \times \mathbb{R}^{N(0)} \times \ldots \times \mathbb{R}^{N(k)} \), and let \( 1 \leq p, q < \infty \). Suppose that the function \( \phi \) satisfies the growth condition

\[
|\phi(s, \xi)| \leq c \left( \sum_{0 \leq |\alpha| < k - \frac{Np}{p}} |\xi_\alpha| \right)^{Np \over N - |\alpha|} \left( a(s) + b \sum_{k - \frac{Np}{p} \leq |\alpha| \leq k} |\xi_\alpha|^{r(\alpha) \over q} \right), \quad (9.45)
\]

where \( a \in L_q(\Omega), b > 0, c \in C([0, \infty)), \) and \( r(\alpha) \) is given by (9.44). Then the differential operator (9.43) generated by \( \phi \) maps the space \( W^k_p \) into the space \( L_q \) and is bounded and continuous.

The proof of Lemma 9.6 builds on the imbedding lemma 9.1 and is somewhat cumbersome, but straightforward. In the case \( k = 1, q = 1, \) and \( 1 \leq p < N \), in particular, we have \( k - \frac{Np}{p} < 0 \), \( r(\alpha) = \frac{Np}{N - p} \) for \( |\alpha| = 0 \), and \( r(\alpha) = p \) for \( |\alpha| = 1 \), and thus (9.45) coincides precisely with (9.18). More generally, (9.45) contains all three conditions (9.36), (9.37) and (9.38) in case \( k = 1 \). In the case \( k = 2, q = 1, \) and \( 1 \leq p < \frac{N}{2} \), on the other hand, we have \( k - \frac{Np}{p} < 0 \), \( r(\alpha) = \frac{Np}{N - 2p} \) for \( |\alpha| = 0 \), \( r(\alpha) = \frac{Np}{N - p} \) for \( |\alpha| = 1 \), and \( r(\alpha) = p \) for \( |\alpha| = 2 \), and thus (9.45) becomes

\[
|\phi(s, u, \eta, \zeta)| \leq a(s) + b_0 |u|^{Np \over N - 2p} + b_1 |\eta|^{Np \over n - p} + b_2 |\zeta|^{p} \quad (9.46)
\]

\((s \in \Omega, u \in \mathbb{R}, \eta \in \mathbb{R}^N, \zeta \in \mathbb{R}^{N(N+1)/2})\). Unfortunately, it is not clear whether or not (9.46) is also necessary for the differential operator

\[
\Phi x(s) = \phi(s, x(s), Ds(x), D^2 x(s)) \quad (9.47)
\]
to map $W_p^2$ into $L_1$, where $D^2x = \{D_{ij}x : i,j = 1,\ldots,N\}$.

In order to get (sufficient) acting conditions for the superposition operator $F$ between the Sobolev spaces $W_p^k$ and $W_q^k$, we begin with the simplest case when $F$ is a multiplication operator generated by the function

$$f(s,u) = a(s)u$$

(9.48)

with a fixed multiplicator $a \in W_r^k$.

**Lemma 9.7** Let $\Omega \subseteq \mathbb{R}^N$ be bounded, $1 \leq q \leq p < \infty$, $r \geq q$, and

$$\frac{k}{N} > \frac{1}{p} - \frac{1}{q} + \frac{1}{r}.$$  

(9.49)

Then the superposition operator $F$ generated by the function (9.48) with $a \in W_r^k(\Omega)$ maps $W_p^k(\Omega)$ into $W_q^k(\Omega)$ and is bounded and continuous, hence

$$\|Fx\|_{q,k} \leq C\|a\|_{k,r}\|x\|_{k,p}.$$  

(9.50)

⇒ We prove the lemma by induction on $k$. Let first $k = 1$, hence

$$\frac{1}{N} + \frac{1}{q} > \frac{1}{p} + \frac{1}{r},$$

We distinguish the following four cases.

**Case 1** If $p \leq N$ and $r \leq N$, then $p > q$ and $r > q$, and, by Lemma 9.1, $W_1^1 \subseteq L_{\frac{qr}{p+q}}$ and $W_r^1 \subseteq L_\infty$. Since $D_ix \in L_p$ and $D_ia \in L_r$, by Hölder’s inequality we get for $y = Fx$

$$D_iy = aD_ix +xD_ia \in L_q$$  

(9.51)

for $i = 1,\ldots,N$, hence $y \in W_1^k$.

**Case 2** If $p \leq N$ and $r > N$, then $p = q$, and, by Lemma 9.1 again, $W_1^1 \subseteq L_{\frac{qr}{p+q}}$ and $W_r^1 \subseteq L_\infty$. Thus (9.51) follows again from $D_ix \in L_p$ and $D_ia \in L_r$.

**Case 3** If $p > N$ and $r \leq N$, the result follows as in Case 2, by symmetry.

**Case 4** If $p > N$ and $r > N$, then necessarily $p = q = r$, and (9.51) follows from the fact that $W_1^1 \subseteq L_\infty$.

Suppose now that the statement is proved for fixed $k$; we show that $F(W_{p+1}^k) \subseteq W_{q+1}^k$, provided that $a \in W_r^k$, with $\frac{k+1}{N} + \frac{1}{q} > \frac{1}{p} + \frac{1}{r}$. Consider first the case when $kp \leq N$ and $kr \leq N$, and set $p_* = \frac{Np}{n-p}$ and $r_* = \frac{Nr}{N-r}$.

Again by Lemma 9.1, we then have $x \in W_{p_*}^k$ and $a \in W_{r_*}^k$; moreover, $D_ix \in W_p^k$ and $D_ia \in W_r^k$, by hypothesis ($i = 1,\ldots,N$). Now, our choice of $p_*$ and $r_*$ implies that

$$\frac{k}{N} + \frac{1}{q} > \max \left\{ \frac{1}{p} + \frac{1}{r_*}, \frac{1}{p_*} + \frac{1}{r} \right\}.$$  

By the induction hypothesis, both products $aD_ix$ and $xD_ia$ belong to $W_q^k$, and thus $y = ax \in W_q^k$ as claimed. The case when $kp > N$ or $kr > N$ is treated similarly.

The formula (9.50) is proved by approximating the functions $a$ and $x$ by appropriate sequences $a_n \in C^\infty(\Omega) \cap W_r^k(\Omega)$ and $x_n \in C^\infty(\Omega) \cap W_p^k(\Omega)$, respectively, and calculating the derivatives of $y_n = a_nx_n$ by means of the classical chain rule.\[\left[\right.\]
Lemma 9.7 states that, in case of a bounded domain \( \Omega \subseteq \mathbb{R}^N \), the space \( W^k_p(\Omega) \) is continuously imbedded in the multiplicator space \( W^k_q(\Omega)/W^k_p(\Omega) \) (see (2.40)), provided (9.49) holds. We point out that this is true also for unbounded domains \( \Omega \) under the additional requirement that \( kp \leq N \) if \( r \neq q \), that \( kr \leq N \) if \( p \neq q \), and that (9.49) is replaced by

\[
\frac{k-1}{N} \leq \frac{1}{p} - \frac{1}{q} + \frac{1}{r} < \frac{k}{N}
\]

if \( r \neq q \) and \( p \neq q \).

**Theorem 9.7** Let \( \Omega \subseteq \mathbb{R}^N \) be bounded, and let \( kp \geq N \). Suppose that the function \( f \) is \( k \)-times continuously differentiable on \( \overline{\Omega} \times \mathbb{R} \). Then the superposition operator \( F \) generated by \( f \) maps \( W^k_p(\Omega) \) into itself and is bounded and continuous.

The proof proceeds again by induction on \( k \). In case \( k = 1 \) the space \( W^1_p(\Omega) \) is, by Lemma 9.1 (c), imbedded in the space \( C(\overline{\Omega}) \). Since the function \( f \) is \( C^1 \) on \( \overline{\Omega} \times \mathbb{R} \), all partial derivatives \( D_i f \) (\( i = 1, \ldots, N \)) and \( D_u f \) are continuous on \( \overline{\Omega} \times \mathbb{R} \), and thus it suffices to apply the chain rule (9.3) to \( y = Fx \) to ensure that \( y \in W^k_p(\Omega) \).

Suppose now that the assertion holds for fixed \( k \), and let \( f \) be of class \( C^{k+1} \) on \( \overline{\Omega} \times \mathbb{R} \), where \( (k+1)p \geq N \). We distinguish three cases.

**Case 1** If \( p > N \), then the functions \( D_i f(s, x(s)) \) and \( D_u f(s, x(s)) \) belong to \( W^k_p \) for each \( x \in W^{k+1}_p \) (even for each \( x \in W^k_p \), by the induction hypothesis. Moreover, from Lemma 9.7 (for \( p = q = r \)) it follows that the product \( D_u f(s, x(s))D_i x(s) \) also belongs to \( W^k_p \) for \( i = 1, \ldots, N \). Thus, \( D_i y = D_i Fx \in W^k_p \), hence \( y = Fx \in W^{k+1}_p \).

**Case 2** If \( p = N \), fix \( r > N \) and observe that \( W^{k+1}_N \subseteq W^k_r \) by Lemma 9.1 (a). Again by the induction hypothesis, the functions \( D_i f(s, x(s)) \) and \( D_u f(s, x(s)) \) belong to \( W^k_r \) for each \( x \in W^{k+1}_N \) (even for each \( x \in W^k_r \)). By Lemma 9.7, applied to \( p = q = N \), we get that also the product \( D_u f(s, x(s))D_i x(s) \) belongs to \( W^k_N \) for \( i = 1, \ldots, N \), and the statement follows as above.

**Case 3** If \( p < N \), the hypothesis \((k+1)p \leq N \) implies that \( \frac{1}{p} - \frac{1}{N} \leq \frac{k+1}{N} - \frac{1}{N} = \frac{k}{N} \), and thus \( W^{k+1}_p \subseteq W^k_{Np} \), by Lemma 9.1 (a). Applying again Lemma 9.7 to \( p = q \) and \( r = \frac{Np}{N-p} \), we conclude that \( D_i y = D_i Fx \in W^k_p \), hence \( y = Fx \in W^{k+1}_p \).

The continuity of \( F \) follows from Lemma 9.7 as well. The boundedness may be proved by a straightforward calculation. Moreover, one may obtain an estimate for the growth function (2.24) of \( F \), in terms of the partial derivatives of \( F \), which is analogous to that obtained in the space \( C^k \) (see e.g. Theorem 8.2). \( \Leftarrow \)

In most of the preceding statements we restricted ourselves to the case of a bounded domain \( \Omega \subseteq \mathbb{R}^N \). Now we shall give two results in the case when \( \Omega \) is the whole space \( \mathbb{R}^N \). It seems reasonable that in this case the restrictions on the growth of the function \( f \) have to be strengthened. We will do so by requiring that \( f = f(u) \) is a \( C^\infty \) function which has either a compact support, or whose derivatives are rapidly decreasing (see (9.52) below).

The first result is a direct consequence of Lemma 9.1 (see also Theorem 9.7) and will be stated without proof.

**Theorem 9.8** Let \( f = f(u) \) be a \( C^\infty \)-function with compact support in \( \mathbb{R} \). Let
Then the superposition operator $F$ generated by $f$ maps $W^k_p(\mathbb{R}^N)$ into itself and is bounded and continuous.

Of course, for applying Lemma 9.1 to the various terms that arise in estimating the $L_p$ norms of the derivatives $D^\alpha y$ of $y = Fx$, the assumption $p \geq \frac{N}{k}$ is crucial. The question arises what happens if $p < \frac{N}{k}$. The following theorem gives a partial answer in case $k = 2$. As we shall see later (Theorems 9.10 and 9.11), this is not accidental.

Here the function $f$ is supposed to be defined only on the half-axis $[0, \infty)$, and thus the corresponding superposition operator $f$ applies only to functions in the "cone"

$$W^k_{p,+}(\mathbb{R}^N) = \{x: x \in W^k_p(\mathbb{R}^N), x \geq 0 \text{ almost everywhere in } \mathbb{R}^n\}.$$ 

**Theorem 9.9** Let $f = f(u)$ be a $C^\infty$ function on $[0, \infty)$ which satisfies the growth condition

$$\sup_{u > 0} |u^{j-1}f^{(j)}(u)| \leq M < \infty \quad (j = 0, 1, \ldots). \quad (9.52)$$

Let $1 < p < \frac{N}{2}$. Then the superposition operator $F$ generated by $f$ maps $W^2_{p,+}(\mathbb{R}^N)$ into $W^2_p(\mathbb{R}^N)$ and is bounded and continuous.

⇒ Given $x \in W^2_{p,+}(\mathbb{R}^N)$, we have to show that the second-order derivatives of $y = Fx$, i.e.

$$D_{ij}y(s) = f'(x(s))D_{ij}x(s) + f''(x(s))D_i x(s) D_j x(s) \quad (9.53)$$

belong to $L_p = L_p(\mathbb{R}^N)$. For the first term in (9.53), this is a direct consequence of (9.52) and the fact that $D_{ij}x \in L_p$; it is the second term that requires attention. By Hölder’s inequality, it suffices to show that

$$\int_{\mathbb{R}^N} |f''(x(s))|^p |D_i x(s)|^{2p} ds < \infty. \quad (9.54)$$

To prove (9.54), let first $x \in C^\infty_0(\mathbb{R}^N)$, $x \geq 0$ almost everywhere in $\mathbb{R}^N$, and consider the integral

$$I = \int_{\mathbb{R}^N} |D_i x(s)|^{2p} \left(1 + x(s)\right)^p ds.$$ 

Integrating by parts we get

$$I = \int_{\mathbb{R}^N} \frac{\text{sgn} D_i x(s) |D_i x(s)|^{2p-1} D_i (1 + x(s))}{(1 + x(s))^p} ds = - (2p - 1) \int_{\mathbb{R}^N} |D_i x(s)|^{2p-2} D_i x(s) \left(1 + x(s)\right)^{p-1} ds + p \int_{\mathbb{R}^N} \frac{\text{sgn} D_i x(s) |D_i x(s)|^{2p-1} D_i x(s)}{(1 + x(s))^p} ds.$$
Since the last integral is just $I$ again we conclude that

$$I = \frac{2p-1}{p-1} \int_{\mathbb{R}^N} \frac{|D_i x(s)|^{2p-2} D_{ii} x(s)}{(1 + x(s))^{p-1}} \, ds;$$

by Hölder’s inequality we get

$$I \leq \frac{2p-1}{p-1} I^{1 - \frac{1}{p}} \|D_{ii} x\|^p_p,$$

hence

$$I = \int_{\mathbb{R}^N} \frac{|D_i x(s)|^{2p}}{(1 + x(s))^p} \, ds \leq C \|D_{ii} x\|^p_p,$$

where the constant $C$ depends on $p$, but not on $x$. Now approximating $x \in W^2_{p,+}$ by a sequence $x_n \in C_0^\infty$ and replacing $x$ by $\frac{x}{\varepsilon}$ ($\varepsilon > 0$) gives

$$\int_{\mathbb{R}^N} \frac{|D_i x(s)|^{2p}}{(\varepsilon + x(s))^p} \, ds \leq C \|D_{ii} x\|^p_p;$$

finally, letting $\varepsilon$ tend to 0 we conclude that

$$\int_{\mathbb{R}^N} |f''(x(s))|^p |D_i x(s)|^{2p} \, ds \leq M^p \int_{\mathbb{R}^N} \frac{|D_i x(s)|^{2p}}{x(s)^p} \, ds \leq M^p C \|D_{ii} x\|^p_p < \infty,$$

and this is (9.54). The boundedness and continuity of $F$ follows from the fact that $\|Fx\|_{2,p}$ is linearly bounded by $\|x\|_{2,p}$. \leftarrow

The Theorems 9.8 and 9.9 give sufficient acting conditions for $F$ in the space $W^k_p(\mathbb{R}^N)$ only in case $p \geq \frac{N}{k}$ and $k > 1$, on the one hand, and $1 < p < \frac{N}{k}$ and $k = 2$, on the other. We shall see later (Theorems 9.10 and 9.11) that these are essentially the only cases for which $F(W^k_p(\mathbb{R}^N)) \subseteq W^k_p(\mathbb{R}^N)$.

### 9.6 Degeneracy results

In previous chapters we have seen that, if the superposition operator $F$ acts in some function space $X$, rather mild regularity conditions on $F$ may lead to a strong degeneracy of the corresponding function $f$. To recall some examples, the differentiability of $F$ in $X = L_p$ (Theorem 3.12) or $X = L_M$ (Theorem 4.11), or the (global) Lipschitz continuity of $F$ in $X = NBV$ (Theorem 6.15), $X = H_0$ (Theorem 7.8), $X = C^1$ (Theorem 8.4), $X = H^1_0$ (Theorem 8.7), or $X = R_u(L)$ (Theorem 8.10), lead necessarily to affine functions $f(s,u) = a(s) + b(s)u$. We shall see now that merely the fact that $F$ acts in the space $W^k_p(\mathbb{R}^N)$ in the cases not covered by Theorems 9.8 and 9.9, leads to the degeneracy

$$f(u) = a + bu,$$  \hfill (9.55)
The following result complements Theorem 9.8.

**Theorem 9.10** Let \( f = f(u) \) be a \( C^\infty \) function with compact support in \( \mathbb{R} \). Let \( 1 \leq p < \frac{N}{k} \) and \( k \geq 3 \). Suppose that the superposition operator \( F \) generated by \( f \) maps \( W^k_p(\mathbb{R}^N) \) into itself. Then \( f \) has the form (9.55).

\( \Rightarrow \) Suppose first that \( f(0) = 0 \), and let \( \varphi \) be a \( C^\infty \) function with compact support in \( \mathbb{R}^N \) such that \( \varphi(s) = \varphi(s_1, \ldots, s_N) = s_1 \) for \( |s| \leq 1 \), and \( \varphi(s) \equiv 0 \) for \( |s| \geq 2 \). Fix a sequence \( \sigma_n \in \mathbb{R}^N \) with \( |\sigma_i - \sigma_j| \geq 10 \) for \( i \neq j \), and consider the function \( x = \sum_{n=1}^{\infty} \varphi_n \), where \( \varphi_n(s) = n^\beta (n^\alpha (s - \sigma_n)) \) \( (n = 1, 2, \ldots) \), with \( \alpha = \frac{2}{N-kp} \) and \( \beta = \frac{1}{kp-1} \). We claim that \( x \in W^k_p \). In fact, \( x \in C(\mathbb{R}^N) \) and

\[
\sum_{|\alpha| \leq k} \int_{\mathbb{R}^N} |D^\alpha x(s)|^p \, ds \leq C \sum_{n=1}^{\infty} n^{\beta p} n^{-\alpha(N-kp)} = C \sum_{n=1}^{\infty} n^{\frac{p-2kp+2}{kp-1}} < \infty,
\]

since \( \frac{p-2kp+2}{kp-1} < -1 \). We shall now prove that \( f \) must be a polynomial of degree less than \( k \). If this is not the case, we find some interval \( [a, b] \subseteq \mathbb{R} \) such that \( |f^k(u)| \geq \gamma > 0 \) for \( a \leq u \leq b \). Let

\[ S_n = \{ s : s \in \mathbb{R}^N, |s - \sigma_n| < n^{-\alpha}, \alpha n^{-\alpha(\alpha+\beta)} < s_1 - \sigma_n < bn^{-\alpha(\alpha+\beta)} \}. \]

By the definition of \( \alpha \) and \( \beta \), the area of the circular section \( S_n \) is bigger than the constant times \( n^{-(N\alpha+\beta)} \) for \( n \) large enough. Moreover, since the functions \( \varphi_n \) are disjoint it follows that \( x = \varphi_n \) on \( S_n \); consequently, \( y = Fx \) satisfies

\[
\int_{\mathbb{R}^N} \left| \frac{\partial^k}{\partial s^k} y(s) \right|^p \, ds \geq C \sum_{n=1}^{\infty} |S_n| n^{\beta pk} n^{\alpha pk} = C \sum_{n=1}^{\infty} n^{-(N\alpha+\beta)+(\alpha+\beta)pk} = C \sum_{n=1}^{\infty} n^{-1} = \infty,
\]

and thus \( y \) cannot belong to \( W^k_p \). This shows that \( f \) is a polynomial of degree at most \( k \). By considering functions of the form \( x(s) = |s|^{-\alpha} \psi(s) \) with \( \psi \in C^\infty_0(\mathbb{R}^N) \) and \( \psi(0) \neq 0 \), one sees that \( f \) is even linear, i.e. \( f(u) = bu \) for some \( b \in \mathbb{R} \). The representation (9.55) follows then with \( a = f(0) \).

\( \Leftarrow \)

The following result complements Theorem 9.9.

**Theorem 9.11** Let \( f = f(u) \) be a \( C^\infty \) function on \( [0, \infty) \) which satisfies (9.52). Let \( 1 < p < \frac{N}{k} \) and \( k \geq 3 \). Suppose that the superposition operator \( F \) generated by \( f \) maps \( W^k_{p,+}(\mathbb{R}^N) \) into \( W^k_p(\mathbb{R}^N) \). Then \( f \) has the form (9.55).

\( \Rightarrow \) As above the result follows if we can show that \( f \) is a polynomial on \( (0, \infty) \). We claim that \( f^{(\ell)}(u) \equiv 0 \) for \( u > 0 \), where \( \ell = \left\lfloor \frac{k}{2} \right\rfloor \). Suppose that this is not the case, fix
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$u_0 > 0$ with $f^{(l)}(u_0) \neq 0$, and let $g(u) = f(u + u_0)$. Since $g^{(l)}(0) \neq 0$, there are numbers $c > 0$ and $a > 0$ such that $|g^{(k)}(u^2)| \geq cu^{(k)}$ for $0 < u < a$, where $\langle k \rangle = 0$ if $k$ is even, and $\langle k \rangle = 1$ if $k$ is odd. Choose sequences $\omega_n > 1$ and $\varepsilon_n > 0$ such that

$$\sum_{n=1}^{\infty} \varepsilon_n < \infty, \quad \sum_{n=1}^{\infty} \omega_n^{p-1}c_n^{p-1} < \infty, \quad \sum_{n=1}^{\infty} \omega_n^{kp-1}c_n^{kp-1} = \infty.$$  

(9.56)

Putting $\sigma_n = \left(\frac{1}{2} \sum_{j=1}^{n} m\varepsilon_j, 0, \ldots, 0\right) \in \mathbb{R}^N$, the balls $B_n = \{s : s \in \mathbb{R}^N, |s - \sigma_n| < 2\varepsilon_n\}$ are disjoint and contained in some large common ball $B_R = \{s : s \in \mathbb{R}^N, |s| < R\}$. Let $\varphi$ be a $C_0^\infty$ function in $\mathbb{R}^N$ such that $\varphi(s) = \varphi(s_1, \ldots, s_N) = s_1^k$ for $|s| \leq 1$, and $\varphi(s) \equiv 0$ for $|s| \geq 2$. Consider the $x = \left(u_0 + \sum_{n=1}^{\infty} \varphi_n\right) \psi$, where $\varphi_n(s) = \omega_n \varphi(\varepsilon_n^{-1}(s - \sigma_n))$, and $\psi$ is some nonnegative $C_0^\infty$ function with $\psi(s) \equiv 1$ for $|s| \leq R$. As in the proof of Theorem 9.10, it follows from (9.56) that $x \in \bigcup_{p, \epsilon} W^{k_p}_p$, but $y = Fx \notin W^{k_p}_p$, contradicting the hypothesis. $\Leftarrow$

9.7 The superposition operator in Sobolev-Orlicz spaces

Sobolev-Orlicz spaces generalize the classical Sobolev spaces in rather the same way as Orlicz spaces generalize the classical Lebesgue spaces. The aim of this section is to recall the definitions and the basic facts on Sobolev-Orlicz spaces, and to give some results on the superposition operator between them.

Throughout this section we consider a domain $\Omega \subseteq \mathbb{R}^N$ and an autonomous Young function $M = M(u)$ (see Section 4.1) on $\mathbb{R}$ with the additional property that

$$\int_0^1 \frac{M^{-1}(t)}{t^{1 + \frac{1}{M}}} dt < \infty.$$  

(9.57)

The last requirement may always be fulfilled by passing, if necessary, to an equivalent Young function $M \sim M$, i.e. with the same behaviour as $M$ near infinity. For $k \in \mathbb{N}$ and $M$ a Young function with (9.57), the Sobolev-Orlicz space $W^k L_M = W^k L_M(\Omega)$ consists, by definition, of all functions $x \in L_M(\Omega)$ for which all distributional derivatives $D^\alpha x (|\alpha| \leq k)$ belong to $L_M(\Omega)$, equipped with the norm

$$\|x\|_{k,M} = \sum_{|\alpha| \leq k} \|D^\alpha x\|_M,$$  

(9.58)

where $\|z\|_M$ denotes the Luxemburg norm (4.8) of $z$. The closed subspace $W^k E_M = W^k E_M(\Omega)$ is defined analogously. In particular, $W^0 L_M$ and $W^0 E_M$ are just the spaces $L_M$ and $E_M$ defined by (4.7) and (4.10), respectively.

It is clear that, for bounded $\Omega$, the space $C^k(\Omega)$ is imbedded in $W^k L_M(\Omega)$ for each $k \geq 0$. Moreover, one may prove some density theorems which are similar to those for the usual Sobolev spaces $W^k_p$. For instance, $C^\infty(\overline{\Omega}) \cap W^k E_M(\Omega)$ is dense in $W^k E_M(\Omega)$ for $\Omega$
bounded, and the space $W^{k,0}L_M(\Omega)$ (i.e. the closure of $C^\infty_0(\Omega)$ with respect to the norm $(9.58)$) coincides with $W^kE_M(\Omega)$ if $\Omega = \mathbb{R}^N$.

We do not repeat the general discussion on the various properties of the Sobolev spaces $W^k_p$ in Section 9.1, but just make some remarks on imbedding theorems in the spirit of Lemma 9.1. As we have seen several times in the previous sections, the number $p_* = \frac{Np}{N-p}$ plays a particular role as the "limiting" exponent of the space $W^k_p$; $p_*$ is sometimes called the Sobolev conjugate of $p$. Now, given a Young function $M$, we define the Sobolev-Young conjugate $M^*$ of $M$ by

$$M_*^{-1}(u) = \int_0^|u| \frac{M^{-1}(t)}{t^{1+\frac{1}{N}}} dt.$$  

Obviously, if $M(u) \sim |u|^p$ ($1 \leq p \leq N$), then $M_*(u) \sim |u|^{p_*}$ with $p_*$ as above.

Let us take a closer look at two special cases of Lemma 9.1. First, choosing $p < N$, $q = p_* = \frac{Np}{N-p}$, $s = 1$, and $r = 0$ in Lemma 9.1 (a) yields the imbedding $W^1_p(\Omega) \subseteq L_{p_*}(\Omega)$. Second, choosing $p > N$, $k = 0$, $\sigma = 1 - \frac{N}{p}$, and $s = 1$ in Lemma 9.1 (c) yields the imbedding $W^1_p(\Omega) \subseteq H_{1-\frac{N}{p}}(\Omega)$. Both imbeddings may be generalized to Sobolev-Orlicz spaces as follows. If, on the one hand,

$$\int_1^\infty \frac{M^{-1}(t)}{t^{1+\frac{1}{N}}} dt = \infty$$

(which corresponds to the case $p < N$ if $M(u) \sim |u|^p$, then the imbedding $W^1L_M(\Omega) \subseteq L_{M_*}(\Omega)$ holds. If, on the other hand

$$\int_1^\infty \frac{M^{-1}(t)}{t^{1+\frac{1}{N}}} dt < \infty$$

(which corresponds to the case $p > N$ if $M(u) \sim |u|^p$), then the imbedding $W^1L_M(\Omega) \subseteq H_{\phi}(\Omega)$ holds, where $H_{\phi}$ is the Hölder space (see Section 7.1) generalized by the Hölder function

$$\phi(t) = \int_{t^{-N}}^\infty \frac{M^{-1}(\tau)}{\tau^{1+\frac{1}{N}}} d\tau.$$  

Of course, in case $M(u) \sim |u|^p$ with $p > N$ we get again the classical Hölder space $H_\sigma(\Omega)$ with $\sigma = 1 - \frac{N}{p}$.

We turn now to the superposition operator in Sobolev-Orlicz spaces. Apparently, the only systematic results presently known are generalizations, due to G. Hardy, of three theorems of M. Marcus and V.J. Mizel given in Sections 9.2 and 9.4. Since the proofs are essentially parallel to those of the corresponding statements in Sobolev spaces, we shall drop them. The first result is a natural generalization of Theorem 9.1.
Theorem 9.12 Suppose that $f$ is locally Lipschitz continuous on $\Omega \times \mathbb{R}$, where $\Omega \subseteq \mathbb{R}^N$ is bounded. Let $M$, $N$, $Q$, and $R$ be Young functions such that $Q \in \Delta_2$, the derivative $Q'$ of $Q$ is strictly increasing on $(0, \infty)$, the Sobolev-Young conjugate $N_*$ of $N$ satisfies $N_*^{-1}(u) \to \infty$ as $|u| \to \infty$, and

$$N_* \sim R_* \circ Q^{-1}, \quad R \sim M_* \circ (Q')^{-1}. \quad (9.59)$$

Assume that the estimates

$$|D_i f(s, u)| \leq a(s) + bQ(|u|)$$

$(i = 1, \ldots, N)$ and

$$|D_u f(s, u)| \leq c(s) + dQ'(|u|)$$

hold for some $a \in L_N$, $c \in L_R$, $b \geq 0$, and $d \geq 0$, where the partial derivatives exist. Then the superposition operator $F$ generated by $f$ maps $W^1 L_M(\Omega)$ into $W^1 L_N(\Omega)$.

Choosing, in particular, $M(u) \sim |u|^p$, $N(u) \sim |u|^q$, $Q(u) \sim |u|^{\frac{(N-n)}{n}}$, and $R(u) \sim |u|^{\frac{p}{p-q}}$, where $1 < q \leq p < N$, we get Theorem 9.1 as a special case of Theorem 9.12.

The next result generalizes Theorem 9.2.

Theorem 9.13 Suppose that $f$ is a locally absolutely continuous Carathéodory function on $\Omega \times \mathbb{R}$, where $\Omega \subseteq \mathbb{R}^N$ is bounded. Let $M$, $N$, $P$, and $R$ be Young functions such that $M, N \in \Delta_2$, $N \subseteq M$, and

$$P \subseteq N^{-1} \circ M, \quad \tilde{P} \subseteq N^{-1} \circ R, \quad (9.60)$$

where the relation $\subseteq$ is defined in (4.19), and $\tilde{P}$ denotes the associated Young function (4.16) of $P$. Assume that the estimates (9.9) and (9.10) hold for almost all $s \in \Omega$ and all $u \in \mathbb{R}$, where $a \in L_N$, $b \in C(\mathbb{R})$, $c \in L_R$, and $d \in L_1(\mathbb{R})$ are nonnegative functions. Given $x \in W^1 L_M$, suppose that $b \circ x \in L_N$, $d \circ x \in L_R$, and $(d \circ x)D_i x \in L_N$ $(i = 1, \ldots, N)$.

Then $y = F x \in W^1 L_N$.

If we choose, in particular, $M(u) \sim |u|^p$, $N(u) \sim |u|^q$, $P(u) \sim |u|^\frac{q}{p}$, and $R(u) \sim |u|^\frac{q}{p-q}$, where $1 < q \leq p < N$, we get Theorem 9.2 as a special case of Theorem 9.13.

Finally, the semi-continuity result given in Theorem 9.6 is generalized by the following:

Theorem 9.14 Suppose that $f$ is a locally absolutely continuous Carathéodory function on $\Omega \times \mathbb{R}$, where $\Omega \subseteq \mathbb{R}^N$ is bounded. Let $M$, $N$, $P$, and $R$ be Young functions such that $M, N, \tilde{N} \in \Delta_2$, $R^{-1} \circ M_* \in \Delta_2$, $N^{-1} \circ M_* \in \Delta_2$, $M_*^{-1}(u) \to \infty$ as $|u| \to \infty$, $N \subseteq M$, and (9.60) holds. Assume that the estimates (9.9) and (9.10) hold for almost all $s \in \Omega$ and all $u \in \mathbb{R}$, where $a \in L_N$, $c \in L_R$, and $b$ and $d$ are nonnegative continuous functions on $\mathbb{R}$ which generate continuous superposition operators from $L_M$ into $L_N$, and from $L_{M_*}$ into $L_{R_*}$, respectively. Then the superposition operator $F$ generated by $f$ is semi-continuous between $W^1 L_M$ and $W^1 L_N$.

Theorem 9.6 is obtained as a special case of Theorem 9.14 by the same choice of $M$, $N$, $P$, and $R$ as after Theorem 9.13. Observe, in particular, that the requirement $\tilde{N} \in \Delta_2$ corresponds to the requirement $q > 1$. 194
9.8 Notes, remarks and references

1. Sobolev spaces have become a well established and largely used tool in functional analysis, numerical analysis, and the theory of distributions and partial differential equations. The classical monograph of S.L. Sobolev [326] is of historical interest. Nowadays there are many excellent textbooks on both the theory and the applications of Sobolev spaces; we just mention the books [5] and [185], see also Sections 2.6 and 2.7 of [64] for a concise introduction with some illuminating examples.

Lemma 9.1 is generally wellknown as the Sobolev imbedding theorem and may be found in many textbooks. The characterization of $W^{1}_p$ as space of absolutely continuous functions (see Lemma 9.2) is due to E. Gagliardo [117]. This characterization is crucial in analyzing the chain rule for functions which are not $C^1$ everywhere. The classical chain rule for absolutely continuous functions goes back to De la Vallee-Poussin; a stronger result was later given by J. Serrin; see [208] and [209] for details.

2. The sufficient acting conditions discussed in Section 9.2 build essentially on a very delicate analysis of the chain rule. All results presented in this and the following section are due to M. Marcus and V.J. Mizel [208-210], [214-217]. We point out again that the scope of these papers is far beyond the rather particular results that we presented in Sections 9.2 and 9.3, inasmuch as vector valued functions are also considered. In particular, [208] and [209] discuss the chain rule for vector functions which are locally absolutely continous "on tracks". Further, apart from acting conditions in the Sobolev space $W^1_p$ functions in the spaces $W^{k}_{p,loc}$ are also considered. All these refinements are beyond the scope of the present chapter.

Theorem 9.1 is Theorem 2.2 in [208], while our Theorem 9.2 is Theorem 2.1 in [209], where also the notion of a locally absolutely continuous Carathéodory function is introduced. Observe that we used the hypothesis $q > 1$ in Theorem 9.2 only to apply Lemma 9.3; the proof in case $q = 1$ requires a slightly different technique and may be found as Theorem 3.1 in [209]. The proof of Lemma 9.3 may be found, for example, in [119].

3. The crucial part in obtaining necessary acting conditions for the superposition operator $F$ between $W^{1}_p$ and $W^1_q$ is Lemma 9.4, which is of independent interest. This lemma is formulated in [214] (for both cases $p < N$ and $p > N$) and proved in [216], as well as Theorems 9.3. and 9.4. The counterexample (9.34) is due to V.J. Mizel [228].

Unfortunately, a parallel result for second-order Sobolev spaces seems to be unknown. As already pointed out after Lemma 9.6, one does not know whether the acting condition $\Phi(W^2_p) \subseteq L_1$ for the differential operator (9.47) (in the autonomous case) implies the growth condition

$$|\phi(u, \eta, \zeta)| \leq C \left( 1 + |u|^{Np_{p-q}}_{p} + |\eta|^{Np_{N-p}}_{N-p} + |\zeta|^{p} \right)$$

for $u \in \mathbb{R}$, $\eta \in \mathbb{R}^N$, $\zeta \in \mathbb{R}^{N(N+1)_2}$; this would be the second-order analogue to (9.18). In fact, in this case the superposition operator $F$ generated by $f = f(u)$ would map $W^2_p$ into $W^2_q \quad (1 \leq q \leq p < \frac{N}{2})$ if and only if the growth conditions

$$|f'(u)| \leq C \left( 1 + |u|^{N(p-q)}_{q(N-2p)} \right)$$

and

$$|f''(u)| \leq C \left( 1 + |u|^{Np-2Nq+2pq}_{q(N-2p)} \right)$$
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4. Boundedness and continuity properties of the superposition operator between Sobolev spaces are discussed, for instance, in [210] and [215]. Theorem 9.5 is given as Theorem 4.2 in [210]; this shows that, roughly speaking, the acting condition $F(W^1_p) \subseteq W^1_q$ implies the continuity of $F$ if the partial derivatives of the function $f$ are also Carathéodory functions generating superposition operators between appropriate Lebesgue spaces. In [215] it is shown that $F$ is always continuous in the autonomous case $f = f(u)$.

We point out again that the situation becomes more complicated in the vector valued setting, i.e. when $f$ maps $\mathbb{R}^m$ into $\mathbb{R}^m$ for some $m > 1$. For instance, the continuity of $F$ does not follow merely from the acting condition $F(W^1_p) \subseteq (W^1_q)^m$ (as it does in case $m = 1$), but more regularity of $f$ is required in case $m > 1$ [214].

The sufficient condition for the demi-continuity of $F$ given in Theorem 9.6 is taken from [209]. Moreover, one may show that, under the hypotheses of Theorem 9.6, $F$ is continuous from $W^1_p$ into $L^q$.

Continuity properties of the differential operator (9.17) are particularly important in variational problems of nonlinear analysis, and are dealt with in a vast literature. As a sample reference, we mention [74] in the autonomous case $\phi = \phi(u, \eta)$, and [10] in the non-autonomous case $\phi = \phi(s, u, \eta)$.

5. In higher-order Sobolev spaces, only sufficient conditions for the acting, boundedness, continuity, etc., of the superposition operator are known. Lemma 9.6 follows directly from the Sobolev imbedding theorem and may be found in several books on nonlinear differential equations, e.g. [116]. The acting condition for the multiplication operator (9.48) given in Lemma 9.7, is due to T. Valent [355], as well as Theorem 9.7, which apparently was used by many authors.

In some applications, it is often tacitly assumed that the nonlinearity involved is sufficiently smooth (e.g. $f = f(u)$ is $C^\infty$ in $\mathbb{R}$), in order to ensure that the corresponding superposition operator $F$ acts in the space $W^k_p(\mathbb{R}^N)$ and has "nice" properties. As Theorems 9.8 - 9.11 show, however, one has to be careful with the right choice of $k$ and $p$. Theorems 9.8 and 9.9 are proved in [4] in connection with norm estimates for Riesz potentials. The question of whether Theorem 9.9 is valid also in $W^k_{p,+}$ for $k > 2$ is stated as an open problem in [4].

We remark that there are other (sufficient) acting conditions for the superposition operator in higher-order Sobolev spaces, which we did not discuss here. It is clear from the classical imbedding relations and density results that the case $kp > N$ is particularly pleasant, since $W^k_p(\Omega) \subseteq C(\overline{\Omega})$ in this case. A growth condition on the derivatives of the function $f = f(s, u)$ (in the distributional sense for the derivatives $D_s f$, and in the classical sense for the derivative $D_u f$) which ensures the boundedness of $F$ between $W^k_p(\Omega) \cap C(\overline{\Omega})$ and $W^k_p(\Omega)$ may be found in [229]; this condition in turn generalizes some results of [230], [231].

Most sufficient conditions for the superposition operator to act between Sobolev spaces are expressed in terms of smoothness properties (see e.g. Theorem 9.7) of the function $f$. There are also some papers, e.g. [330-335], where the function $f = f(u)$ is supposed to belong to some Sobolev space, and the relations between this space, on the one hand, and the "acting spaces" for $F$, on the other hand, are studied. For example, it is shown in [330] (in the scalar case $N = 1$) that every function $f \in W^k_2$ generates a
superposition operator $F$ from $W_2^\ell$ into $W_2^m$, provided

$$m - \frac{1}{2} < \left( k - \frac{1}{2} \right) \left( \ell - \frac{1}{2} \right).$$

(9.61)

Moreover, it is shown by a counterexample that the condition (9.61) is sharp. A certain analogue of this in the case $N > 1$ is proved in [332], together with applications to Fourier series of $W_k^p$ functions. These results employ the definition of Sobolev spaces $W_k^p$ with non-integer index $s$ which we briefly discussed in Section 9.1. The following result is parallel to Theorem 9.7 and may be found in Chapter 2 of [356]: if the function $f$ is of class $C^{k+1}$ on $\Omega \times \mathbb{R}$, then the superposition operator $F$ generated by $f$ maps $W_k^p(\Omega)$ into itself and is continuously Fréchet differentiable. A sufficient condition for analyticity of $F$ on $W_k^p$ ($k > 1$) is also given in [356]; of course, the case $k = 0$ must be excluded, by Theorem 3.16.

6. The degeneracy results given in Theorems 9.10 and 9.11 show that it is reasonable to consider the superposition operator $F$ in the Sobolev space $W_k^p$ only in case $kp \geq N$ for $k \geq 3$, if $F$ is generated by a $C_0^\infty$ function $f = f(u)$ in $\mathbb{R}$. The proofs of these theorems were taken from [87]. There are also other degeneracy results which are related to additional analytical properties of $F$. For instance, it is shown in [352] (see also [353], [354], [357]) that, whenever the differential operator $\Phi x(s) = \phi(s, Dx(s))$ maps the Sobolev space $W_1^{1,0}(\Omega)$ into the Lebesgue space $L_p(\Omega)$ ($\Omega \subseteq \mathbb{R}^N$ bounded) and is differentiable at some point $x_0 \in W_1^{1,0}(\Omega)$, then the function $\phi$ is necessarily of the form $\phi(s, \eta) = a(s) + b(s) \sum_{i=1}^N \beta_i \eta_i$ ($s \in \Omega$, $\eta \in \mathbb{R}^N$), i.e. is affine in $\eta$. In view of the degeneracy results for the superposition operator in Lebesgue spaces (see Theorem 3.12), this is not at all surprising. There is a degeneracy result for compact differential operators which is similar to Theorem 1.8 and its analogues in ideal spaces: if the operator (9.37) is compact as an operator between $W_2^p$ and $W_1^p$ on $\Omega = (a,b)$, then the corresponding function $\phi = \phi(s, u, \eta)$ is independent of $\eta$ [96].

We still mention the following representation theorems. In [211] it is shown that every continuous disjointly additive operator $F$ from $W_k^{p,0}(a,b)$ into $L_1(a,b)$ is of the form $Fx(s) = f(s, D^k x(s))$ with some Carathéodory function $f$. Similar characterizations of the integral functional

$$\Phi x = \int_{\Omega} f(s, D^k x(s)) \, ds$$

may be found in [213]. Finally, the integral functional

$$\Phi(x, D) = \int_{D} f(s, x(s), Dx(s)) \, ds \quad (D \subseteq \Omega)$$

on $W_1^p(\Omega)$ (which is of course analogous to the functional (1.22) on $L_p(\Omega)$) is studied in detail in [73].

7. Sobolev-Orlicz spaces arise quite naturally in applications to nonlinear problems (e.g. boundary value problems for nonlinear elliptic equations, see [122]) involving strong (i.e. non-polynomial) nonlinearities. The first systematic account on imbedding theorems
between Sobolev-Orlicz spaces is [97]. A detailed description of the theory of Sobolev-Orlicz spaces may be found, for example, in Chapter 8 of [5] or Chapter 7 of [185]. We remark that there exist also higher-order analogues of the imbeddings $W^1 L_M \subseteq L_{M^*}$, and $W^1 L_M \subseteq H_\phi$, generalizing Lemma 9.1.

All results on the superposition operator in Sobolev-Orlicz spaces given in Section 9.7 are due to G. Hardy [140-143]. More precisely, Theorem 9.12 is taken from [141], Theorem 9.13 from [140], and Theorem 9.14 from [143]. The statements of Lemma 9.7 and Theorem 9.7 carry over to the higher-order Sobolev-Orlicz spaces $W^k E_M$ as well [26].
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</tr>
<tr>
<td>- , weak 242</td>
<td></td>
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<tr>
<td>- , Γ-weak 61</td>
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</tr>
<tr>
<td>convex hull 21, 30</td>
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<tr>
<td>Darbo condition 67</td>
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<tr>
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<td>- , local 67, 106, 134, 158, 169, 197, 199, 214, 216</td>
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<tr>
<td>decreasing rearrangement 143</td>
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<tr>
<td>derivative</td>
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<tr>
<td>- , asymptotic 74</td>
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<tr>
<td>- , Fréchet 70, 116</td>
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</tr>
<tr>
<td>- , Fréchet-Taylor 75</td>
<td></td>
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</tr>
<tr>
<td>- , Gâteaux 85, 116</td>
<td></td>
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</tr>
<tr>
<td>- , Newton-Leibniz 85</td>
<td></td>
<td></td>
</tr>
<tr>
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<td></td>
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<td>dilatation function 146, 149</td>
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<td>direct transform 87</td>
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<td></td>
<td></td>
</tr>
<tr>
<td>δ₂-space 52, 125</td>
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<td></td>
<td></td>
</tr>
<tr>
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<tr>
<td>function</td>
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<tr>
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<tr>
<td>- , admissible 97</td>
<td></td>
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</tr>
<tr>
<td>- , analytic 217</td>
<td></td>
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</tr>
<tr>
<td>- , Baire-Carathéodory 17</td>
<td></td>
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</tr>
<tr>
<td>- , Borel 31</td>
<td></td>
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<tr>
<td>- , characteristic 9, 144</td>
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<tr>
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<tr>
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<td></td>
</tr>
<tr>
<td>- , distribution 19, 142</td>
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<tr>
<td>- , entire analytic 156, 217</td>
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</tr>
<tr>
<td>- , equivalent 8</td>
<td></td>
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</tr>
<tr>
<td>- , fundamental 145, 148, 159</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , growth 54, 96, 129, 168, 189, 211, 215</td>
<td></td>
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</tr>
<tr>
<td>- , Hölder 182</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , Hölder-continuous 182</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , Lipschitz-continuous 183</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , LM 150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , Lorentz-Marcinkiewicz 150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , measurable 13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , monotone 30, 37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- of bounded variation 32, 173, 180</td>
<td></td>
<td></td>
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<tr>
<td>- , quasi-analytic 217, 225</td>
<td></td>
<td></td>
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<tr>
<td>- , quasi-concave 145</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , Scorza-Dragoni 165</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , semi-additive 33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , Shragin 17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , simple 9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , standard 36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , sup(erspositionally) equivalent 12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , sup(erspositionally) measurable 12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , Young 119, 137, 250</td>
<td></td>
<td></td>
</tr>
<tr>
<td>functional</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , Golomb 116, 139</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , integral 36, 117, 140, 160, 180, 257</td>
<td></td>
<td></td>
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<td>- , Sadowski 57</td>
<td></td>
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<tr>
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<td>Gâteaux derivative 85, 116</td>
<td></td>
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<tr>
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<tr>
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<tr>
<td>Gevrey space 217</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Golomb functional 116, 139</td>
<td></td>
<td></td>
</tr>
<tr>
<td>growth function 54, 96, 129, 168, 189, 211, 215</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hausdorff measure of noncompactness 57, 170, 196, 214, 216, 226</td>
<td></td>
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<tr>
<td>Hölder condition 105, 139</td>
<td></td>
<td></td>
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<tr>
<td>Hölder function 182</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hölder inequality 90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hölder space 182, 251</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , little 183, 203</td>
<td></td>
<td></td>
</tr>
<tr>
<td>hull</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , convex 21, 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , ideal 87, 180</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , Luzin 15, 53</td>
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<td></td>
</tr>
<tr>
<td>- , Σ 44</td>
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<td></td>
</tr>
<tr>
<td>ideal hull 87, 180</td>
<td></td>
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<tr>
<td>ideal space 40</td>
<td></td>
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</tr>
<tr>
<td>- , almost perfect 41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , associate 43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , average-stable 68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , completely irregular 60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , completely regular 42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , perfect 41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , quasi-regular 41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- , regular 41</td>
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</tr>
<tr>
<td>- , total 61</td>
<td></td>
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</tr>
<tr>
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<td></td>
<td></td>
</tr>
<tr>
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<td></td>
<td></td>
</tr>
<tr>
<td>integral functional 36, 117, 140, 160, 180, 257</td>
<td></td>
<td></td>
</tr>
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